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Let L be a Lévy process with regularly varying tails of index α ∈ (0, 2), let f be a
suitable kernel function and de�ne Xt :=

∫
f(t − s) dLs for t ∈ R. We wish to derive

the asymptotics of the sample autocovariance function of X1, . . . , Xn. This problem is
in the spirit of the work by Davis and Resnick [2] who derived the asymptotics of the
autocovariance function of a time-discrete MA(∞) with regularly varying white noise.
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