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## Theorem (McCann '94)

The Boltzmann-Shannon entropy is convex along geodesics in ( $\left.\mathcal{P}\left(\mathbf{R}^{n}\right), W_{2}\right)$.

## Starting Point: Ricci curvature and optimal transport

Theorem (Otto, Villani; Cordero-Erausquin, McCann, Schmuckenschläger; von Renesse, Sturm)
For a Riemannian manifold $\mathcal{M}$, TFAE:
(1) Ric $\geq \kappa$ everywhere on $\mathcal{M}$
(2) Displacement $\kappa$-convexity of the entropy, i.e.,
$\operatorname{Ent}\left(\mu_{t}\right) \leq(1-t) \operatorname{Ent}\left(\mu_{0}\right)+t \operatorname{Ent}\left(\mu_{1}\right)-\frac{\kappa}{2} t(1-t) W_{2}^{2}\left(\mu_{0}, \mu_{1}\right)$
for all $L^{2}$-Wasserstein geodesics $\left(\mu_{t}\right)_{t \in[0,1]}$ in $\mathcal{P}(\mathcal{M})$.
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Heat flow
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Relative Entropy

- For $\rho \in \mathcal{P}(\mathcal{X}):=\left\{\rho: \mathcal{X} \rightarrow \mathbf{R}_{+} \mid \quad \sum_{x \in \mathcal{X}} \rho(x) \pi(x)=1\right\}$,

$$
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## Proposition [M. 2011]

The heat flow is the gradient flow of Ent w.r.t. the metric $\mathcal{W}$, where

$$
\mathcal{W}\left(\rho_{\alpha}, \rho_{\beta}\right):=\frac{1}{\sqrt{2}} \int_{\alpha}^{\beta} \sqrt{\frac{\operatorname{arctanh} r}{r}} \mathrm{~d} r, \quad-1 \leq \alpha \leq \beta \leq 1
$$

## How to define $\mathcal{W}$ in the general discrete case?
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- Obstruction: how to multiply probability densities and discrete gradients?
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(9) The heat flow is the gradient flow of the entropy.

## Remark

Related independent work by

- Chow, Huang, Li, and Zhou
- Mielke


## Why the logarithmic mean?

Formal proof of the JKO-Theorem
(1) If $\left(\rho_{t}, \psi_{t}\right)$ satisfy the cont. eq. $\partial_{t} \rho+\nabla \cdot(\rho \nabla \psi)=0$, then
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\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{Ent}\left(\rho_{t}\right)=-\left\langle\log \rho_{t}, \nabla \cdot\left(\rho_{t} \nabla \psi_{t}\right)\right\rangle=\left\langle\nabla \log \rho_{t}, \nabla \psi_{t}\right\rangle_{\rho_{t}} . \\
& \longrightarrow \operatorname{grad}_{W_{2}} \operatorname{Ent}(\rho)=\nabla \log \rho
\end{aligned}
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$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{Ent}\left(\rho_{t}\right)=-\left\langle\log \rho_{t}, \nabla \cdot\left(\rho_{t} \nabla \psi_{t}\right)\right\rangle=\left\langle\nabla \log \rho_{t}, \nabla \psi_{t}\right\rangle_{\rho_{t}} . \\
& \longrightarrow \quad \operatorname{grad}_{W_{2}} \operatorname{Ent}(\rho)=\nabla \log \rho
\end{aligned}
$$

(2) If $\rho_{t}$ solves the heat equation in $\mathbf{R}^{n}$, then

$$
\partial_{t} \rho=\nabla \cdot(\nabla \rho)=-\nabla \cdot(\rho \nabla \psi)
$$

provided $\psi=-\log \rho$.
$\longrightarrow$ Tangent vector along the heat flow is $-\nabla \log \rho$.
Logarithmic mean compensates for the lack of a discrete chain rule:

$$
\rho(x)-\rho(y)=\hat{\rho}(x, y)(\log \rho(x)-\log \rho(y))
$$

## Ricci curvature of Markov chains

The discrete analogue of Lott-Sturm-Villani becomes:

## Definition (Erbar, M. 2011)

We say that $(\mathcal{X}, K, \pi)$ has Ricci curvature bounded from below by $\kappa \in \mathbf{R}$ if the entropy is $\kappa$-convex along geodesics in $(\mathcal{P}(\mathcal{X}), \mathcal{W})$.


## Consequences: Sharp functional inequalities

## Theorem (Erbar, M.)

Let $(\mathcal{X}, K, \pi)$ be a reversible Markov chain. Let $\kappa>0$.
(1) à la Bakry-Émery: $\operatorname{Ric}(K) \geq \kappa \Longrightarrow$ modified log-Sobolev, i.e.

$$
\operatorname{Ent}(\rho) \leq \frac{1}{2 \kappa} \mathcal{E}(\rho, \log \rho)
$$

This implies $\operatorname{Ent}\left(H_{t} \rho\right) \leq e^{-2 \kappa t} \operatorname{Ent}(\rho)$.
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## Theorem (Erbar, M.)

Let $(\mathcal{X}, K, \pi)$ be a reversible Markov chain. Let $\kappa>0$.
(1) à la Bakry-Émery: $\operatorname{Ric}(K) \geq \kappa \Longrightarrow$ modified log-Sobolev, i.e.
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\operatorname{Ent}(\rho) \leq \frac{1}{2 \kappa} \mathcal{E}(\rho, \log \rho)
$$

This implies $\operatorname{Ent}\left(H_{t} \rho\right) \leq e^{-2 \kappa t} \operatorname{Ent}(\rho)$.
(2) à la Otto-Villani: mod. log-Sobolev $\Longrightarrow$ mod. Talagrand, i.e.

$$
\mathcal{W}(\rho, \mathbf{1})^{2} \leq \frac{2}{\kappa} \operatorname{Ent}(\rho)
$$

(3) mod. Talagrand $\Longrightarrow$ [spectral gap and $T_{1}$ ]:

$$
\|\varphi\|_{L^{2}(\mathcal{X}, \pi)}^{2} \leq \frac{1}{\kappa} \mathcal{E}(\varphi, \varphi) \quad \text { and } \quad W_{1}(\rho, \mathbf{1})^{2} \leq \frac{1}{\kappa} \operatorname{Ent}(\rho) .
$$
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## Theorem (Erbar, M. 2012)

Let $\left(\mathcal{X}_{i}, K_{i}, \pi_{i}\right)$ be reversible finite Markov chains and let $(\mathcal{X}, K, \pi)$ be the product chain. Then:

$$
\operatorname{Ric}\left(\mathcal{X}_{i}, K_{i}, \pi_{i}\right) \geq \kappa_{i} \quad \Longrightarrow \quad \operatorname{Ric}(\mathcal{X}, K, \pi) \geq \frac{1}{n} \min _{i} \kappa_{i}
$$

- Dimension-independent bounds
- Sharp bounds for the discrete hypercube $\{-1,1\}^{n}$
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## Theorem (Gigli, M. 2012)

$\left(\mathcal{P}\left(\mathbf{T}_{N}^{d}\right), \mathcal{W}_{N}\right) \rightarrow\left(\mathcal{P}\left(\mathbf{T}^{d}\right), W_{2}\right)$ in the sense of Gromov-Hausdorff.

- Compatibility between $W_{2}$ and $\mathcal{W}$.
- Main ingredient for proving convergence of gradient flows.
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- Dissipative quantum mechanics (Carlen, M.; Mielke)
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## Thank you!

