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Chapter 1

Poisson Geometry

1.1 Poisson algebra

Definition 1.1. A Poisson algebra is an associative algebra A (over a field K) with a
linear bracket {·, ·} : A⊗A→ A such that

1. {f, g} = −{f, g} (antisymetry),

2. {f, gh} = g{f, h}+ h{f, g} (Leibniz rule),

3. {f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0 (Jacobi identity),

for all f, g, h ∈ A.

Remarks:

• A needs not to be commutative.

• Every associative algebra A can be made into a Poisson algebra by setting {f, g} ≡ 0.

• When A is unital we get from the assumptions

{f, g} = {f, g · 1} = {f, g} · 1 + g · {f, 1},

so {f, 1} = 0 for all f ∈ A.

Exercise 1.2. Let U be an almost commutative algebra, i.e. filtered associative algebra,
U0 ⊆ U1 ⊆ . . ., U i · U j ⊆ U i+j, such that gr(U) =

⊕∞
i=0 U

i/U j is commutative. Let
[x] ∈ gr(U) be the class of x ∈ U i, and define

{[x], [y]} := [xy − yx] ∈ gr(U).

Prove that it is a Poisson algebra.

Definition 1.3. Poisson morphism (A, {}A)
ϕ−→ (B, {}B) is a morphism of algebras such

that
ϕ({f, g}A) = {ϕ(f), ϕ(g)}B, for all f, g ∈ A.

Exercise 1.4. Prove that Poisson algebras with Poisson morphism form a category.

Definition 1.5. A Poisson subalgebra is a subalgebra closed with respect to {}. Poisson
ideal I is an ideal with respect to the associative product, such that {f, i} ∈ I for all f ∈ A,
i ∈ I.
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For Poisson morphism ϕ : A→ B, kerϕ is an ideal in A, imϕ is a subalgebra in B, and there
is an exact sequence of Poisson algebras

0 → kerϕ→ A→ imϕ→ 0.

Definition 1.6. Let A be Poisson algebra. An element f ∈ A is Casimir if {f, g} = 0 for
all g ∈ A.

Definition 1.7. Let X ∈ End(A). It is called canonical if it is a derivation with respect to
both the associative product and the bracket, i.e. for every f, g ∈ A

1. X(fg) = (Xf)g + f(Xg)

2. X{f, g} = {Xf, g}+ {f,Xg}

The set of all Casimir elements in A will be denoted by Cas(A), and set of canonical endo-
morphisms by Can(A).

Proposition 1.8. For every f ∈ A, Xf : g 7→ {f, g} is canonical.

Proof. From Leibniz identity:

Xf (gh) = {f, gh} = {f, g}h+ g{f, h} = (Xfg)h+ g(Xfh)

From Jacobi identity:

Xf ({g, h}) = {f, {g, h}} = {{f, g}, h}+ {g, {f, h}} = {Xfg, h}+ {g,Xfh}

Definition 1.9. Canonical endomorphisms of the form Xf are called hamiltonian and
denoted by Ham(A).

With Der(A) we will denote the set of derivations of the associative algebra A. We have
the following chain of inclusions.

Ham(A) ⊆ Can(A) ⊆ Der(A).

Let us recall now that Der(A) is a Lie algebra with respect to the commutator of endomor-
phisms. Can(A) is a subalgebra of Der(A).

Proposition 1.10. Ham(A) is an ideal in Can(A) and a subalgebra of Der(A).

Proof. Let X ∈ Can(A), Xf ∈ Ham(A). Then

[X,Xf ](g) = X(Xf (g))−Xf (X(g))
= X{f, g} − {f,X(g)}
= {X(f), g}+ {f,X(g)} − {f,X(g)}
= XX(f)(g),

so [X,Xf ] = XX(f) ∈ Ham(A). To prove that Ham(A) is a subalgebra of Der(A), one
computes

([Xf , Xg]−X{f,g})h = Xf (Xgh)−Xg(Xfh)−X{f,g}h

= {f, {g, h}} − {g, {f, h}} − {{f, g}, h}
= − Jac(f, g, h) = 0.
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Proposition 1.11. Let (A, {·, ·}A) and (B, {·, ·}B) be Poisson algebras. Then their tensor
product A⊗B has a natural structure of Poisson algebra given by

{a1 ⊗ b1, a2 ⊗ b2} = {a1, a2}A ⊗ b1b2 + a1a2 ⊗ {b1, b2}B.

The maps A → A ⊗ B, a 7→ a ⊗ 1, B 7→ A ⊗ B, b 7→ 1 ⊗ B are Poisson morphisms and
{a⊗ 1, 1⊗ b} = 0 for all a ∈ A, b ∈ B.

Definition 1.12. Poisson module structure on a left A-module M over a Poisson algebra
A is a linear map

{·, ·}M : A⊗M →M

such that

1. {{f, g}A,m}M = {f, {g,m}M}M − {g, {f,m}M}M ,

2. {fg,m}M = f · {g,m}M + g · {f,m}M ,

3. {f, g ·m}M = {f, g}A ·m+ g{f,m}M

Remark: It is a definition of a flat connection when M is the module of sections of a vector
bundle. Indeed, when we denote

T : M → HomK(A,M), m 7→ Tm := {·,m}M

then

1. ⇐⇒ Tm({f, g}A) = {f, Tm(g)}M − {g, Tm(f)}M (that is Tm ∈ Der((A, {·, ·}A);M)),

2. ⇐⇒ Tf ·m = f · Tm(g) + {f, g}A ·m = f · Tm(g) +Xf (g) ·m,

3. ⇐⇒ Tm(fg) = fTm(g) + gTm(f) (that is Tm ∈ Der((A, ·);M)).

One may ask whether this is a reasonable definition of Poisson module. It is, in a sense, the
categorical notion of Poisson bimodule as it verifies the so-called square-zero construction
which can be summarized as follows: let A be a Poisson algebra and M Poisson A-module;
define a Poisson algebra structure on A⊕M using formulas

(f +m) · (f1 +m1) := ff1 + (f ·m1 + f1 ·m),
{f +m, f1 +m1} := {f, f1}A + {f,m1}M − {f1,m}M .

Proposition 1.13. A ⊕ M is a Poisson algebra if and only if M is a Poisson module.
Furthermore the projection A⊕M → A is a map of algebras, M2 = 0 and M is an ideal.

1.2 Poisson manifolds

Definition 1.14. A smooth Poisson manifold M is a smooth manifold together with a
Poisson bracket on C∞(M).

An affine algebraic Poisson variety M is an affine algebraic variety such that A =
K[M ] (algebra of regular functions) is a Poisson algebra over K.

An algebraic Poisson variety M is an algebraic variety such that the sheaf of regular
functions is a sheaf of Poisson algebras.
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Definition 1.15. A morphism of Poisson manifolds is a differentiable function ϕ : M →
N such that ϕ∗ is a morphism of Poisson algebras, i.e.

ϕ∗{f, g}M = {f, g}M ◦ ϕ = {f ◦ ϕ, g ◦ ϕ}N = {ϕ∗f, ϕ∗g}N

for f, g ∈ C∞(M).

The map f 7→ Xf takes values in Der(C∞(M)) = X1(M). Thus we can write

Cas(M) = {f ∈ C∞(M) : {f, g} = 0 ∀g ∈ C∞(M)} = ker(f 7→ Xf ),
Ham(M) = Hamiltonian vector fields = im(f 7→ Xf ).

To put it another way we have the short exact sequence

0 → Cas(M) → C∞(M) → Ham(M) → 0.

The Cartesian product of Poisson manifolds is a Poisson manifold

C∞(M1 ×M2) ⊃ C∞(M1)⊗ C∞(M2).

There is a Poisson structure on C∞(M1)⊗ C∞(M2) and it extends to C∞(M1 ×M2) by

{f(x1, x2), g(x1, x2)} = {fx2 , gx2}2(x1) + {fx1 , gx1}1(x2), where

fx1 : x2 7→ f(x1, x2), fx1 ∈ C∞(M2),

fx2 : x1 7→ f(x1, x2), fx2 ∈ C∞(M1).

Examples 1.16.

1. Each manifold is a Poisson manifold with trivial bracket {·, ·}.

2. Let (M,ω) be a symplectic manifold i.e. ω ∈ Ω2(M), dω = 0, ω nondegenerate
(ωx =

∑
k<j ωij(x)dx

i ∧ dxj , where [ωij ] is an antisymmetric matrix of maximal rank).
Define Xf by ω(Xf ,−) = 〈−df, −〉, that is iXf

ω = −df , ω(Xf , Y ) = −〈df, Y 〉 = −Y f .
Now

{f, g} := −ω(Xg, Xf ) = ω(Xf , Xg) = −{g, f}.

Indeed, {·, ·} is bilinear:

{f, g} = iXf
dg, d(g1 + g2) = dg1 + dg2

〈X, dg1 + dg2〉 = 〈X, dg1〉+ 〈X, dg2〉,

Xf+g = Xf +Xg, ω(Xf+g,−) = ω(Xf ,−) + ω(Xg,−),

{·, ·} satisfies Leibniz identity:

{f, gh} = iXf
d(gh)

= iXf
(gdh+ hdg)

= giXf
dh+ hiXf

dg

= g{f, h}+ h{f, g}.
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{·, ·} satisfies Jacobi identity:

0 = dω(Xf , Xg, Xh) = Xfω(Xg, Xh)−Xgω(Xf , Xh) +Xhω(Xf , Xg)
− ω([Xf , Xg], Xh) + ω([Xf , Xh], Xg)− ω([Xg, Xh], Xf )

= Xf{g, h} −Xg{f, h}+Xh{f, g}
+ [Xf , Xg](h) + [Xg, Xh](f) + [Xh, Xf ](g)

= {f, {g, h}} − {g, {f, h}}+ {h, {f, g}}
+ [Xf , Xg](h) + [Xg, Xh](f) + [Xh, Xf ](g)

= Jac(f, g, h) +Xf (Xgh)−Xg(Xfh) +Xg(Xhf)
−Xh(Xgf) +Xh(Xfg)−Xf (Xhg)

= Jac(f, g, h) + {f, {g, h}} − {g, {f, h}}+ {g, {h, f}}
− {h, {g, f}}+ {h, {f, g}} − {f, {h, g}}

= 3Jac(f, g, h).

We used

dη(X1, . . . , Xk+1) =
k+1∑
i=1

(−1)i+1Xi · η(X1, . . . , X̂i, . . . , Xk+1)

+
∑

1≤i<j≤k+1

(−1)i+jη([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk+1),

(with the usual hat notation to denote missing terms) and

ω([Xf , Xg], Xh) = (iXh
ω)([Xf , Xg])

= −〈dh, [Xf , Xg]〉
= −[Xf , Xg](h).

Thus every symplectic manifold is a Poisson manifold.

Consider special case of the previous example, (R2n, ω =
∑
dpi ∧ dqi). Every symplectic

manifold is locally symplectomorphic to this one (but that does not mean that this is unique
symplectic structure on R2n !).

Let f := f(pi, qi), ω(Xf , Y ) = −Y f . Then for Y = ∂qi and Y = ∂pi we have respectively

−i∂qi
ω = ω(−, ∂qi) = −dpi

−i∂pi
ω = ω(−, ∂pi) = −dqi

Xf =
n∑
i=1

ai∂qi + bi∂pi .

Now ω(Xf , ∂qi) = −bi, ω(Xf , ∂pi) = −ai and

Xf =
n∑
i=1

−∂pif∂qi + ∂qif∂pi ,

{f, g} = Xf (g) =
n∑
i=1

−∂pif∂qig + ∂qif∂pig.
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Exercise 1.17. Prove by applying definitions that if M = R2n, ω =
∑n

i=1 dqi ∧ dpi, then
{f, g} =

∑n
i=1−∂pif∂qig + ∂qif∂pig.

Exercise 1.18. Derive canonical Poisson relations

{qi, pj} = δij ,

{qi, qj} = 0,
{pi, pj} = 0.

Proposition 1.19. On every Poisson manifold there is a unique bivector field Π ∈ Γ(Λ2TM)
such that

{f, g} = 〈Π, df ∧ dg〉.

Proof. We need to show that {f, g}(x) depends only on dxf and dxg. Consider f fixed

{f, g}(x) = (Xfg)(x) = 〈Xf (x), dxg〉.

Similarly for g fixed
{f, g}(x) = −〈Xg(x), dxf〉.

Furthermore f 7→ dxf , C∞(M,R) → T ∗xM is surjective, therefore there exists Π(x) bilinear,
skewsymmetric on T ∗xM such that

{f, g}(x) = Π(x)(dxf, dxg).

The map x 7→ Π(x) is a differenital bivector field. Locally in a coordinate chart Π =∑
i<j Πij∂xi ∧ ∂xj . This means {xi, xj} = Πij .

Fix on M a coordinate chart (U ;x1, . . . , xn). Then the bivector Π is locally given by

ΠU =
∑
i<j

Πij∂xi ∧ ∂xj

where the coefficients Πij are functions on U explicitely given by Πij = {xi, xj}. Therefore
Π is determined once you know brackets of local coordinate functions

{f, g} =
n∑

i,j=1

{xi, xj}∂xif∂xjg.

Let Π :=
∑

i<j Πij∂xi ∧ ∂xj be a bivector field, where Πij = {xi, xj}. In many examples a
Poisson structure on R2n will be given simply by lifting brackets of coordinants.

Exercise 1.20. Prove that the Jacobi identity (Jac(xi, xj , xk) =
∑

cyclic{{xi, xj}, xk} = 0) is
equivalent to

n∑
k=1, i<j<l

∂Πij

∂xk
Πkl +

∂Πjl

∂xk
Πki +

∂Πli

∂xk
Πkj = 0. (1.1)

Let V be a real n-dimensional vector space. Consider coordinates x1, . . . , xn. Then∑
i<j Πij∂xi ∧ ∂xj is Poisson tensor if and only if (1.1) holds.

Example 1.21. Special cases.

1. dimV = 1 =⇒ Π = 0
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2. dimV = 2 =⇒ Π = Π12∂x1 ∧ ∂x2 . In R2 every bivector defines Poisson bracket
Π = f(x, y)∂x ∧ ∂y, {x, y} = f(x, y).

3. dimV = 3 - exercise.

4. Say Πij are linear functions in x1, . . . , xn,

Πij =
n∑
k=1

ckijxk.

Therefore ∂Πij

∂xk
= ckij ,

0 =
n∑
k=1

ckijc
h
klxh + ckjlc

h
kixh + cklic

h
kjxh

=
n∑
k=1

(ckijc
h
kl + ckjlc

h
ki + cklic

h
kj)xh

⇔
n∑
k=1

(ckijc
h
kl + ckjlc

h
ki + cklic

h
kj) = 0,

for all i, j, l, h. Thus ckij are structure constants of a Lie algebra. Therefore for any
given Lie algebra we have a Poisson structure.

Another way to obtain the same result is to take a Lie algebra g, V = g∗ linear functionals
on g If one knows a Poisson bracket on a basis of g∗, then knows it on V . Let X1, . . . , Xn

be basis of g, [Xi, Xj ] =
∑n

k=1 c
k
ijXk. Let ξ1, . . . , ξn be the dual basis of g∗. Say α ∈ g∗,

f, g ∈ C∞(g∗). Then dαf ∈ (g∗)∗ = g and

{f, g}(α) = 〈α, [dαf, dαg]〉.

For example if f ' Xi, g ' Xj , Xi(ξj) = δij

{Xi, Xj}(ξk) = 〈ξk, [Xi, Xj ]〉

= 〈ξk,
n∑
h=1

chijXh〉

= ckij ,

{Xi, Xj} = ckijXk.

Thus Π =
∑n

k=1 c
k
ijXi ∧ Xj is a linear Poisson tensor on g∗. The dual of a Lie algebra has

always a canonically defined Poisson tensor.
Example 1.22. Consider

M = SU(2) =
{(

α β
−β̄ ᾱ

)
: |α|2 + |β|2 = 1

}
.

Then

{α, ᾱ} = −i|β|2,
{β, β̄} = 0,
{α, β} = 1

2 iαβ

{α, β̄} = 1
2αβ̄

defines uniquely a Poisson bracket on su(2). Are you able to find Casimir functions ?
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Example 1.23. Let ϕ be smooth function on R3. Define

{x, y} := ∂zϕ

{y, z} := ∂xϕ

{z, x} := ∂yϕ.

Then for any ϕ these formulas define a Poisson bracket. In fact

{x, {y, z}}+ {z, {x, y}}+ {y, {z, x}} =

= {x, ∂xϕ}+ {z, ∂zϕ}+ {y, ∂yϕ} =

= ∂zϕ(∂y∂xϕ)− ∂yϕ(∂z∂xϕ)− ∂xϕ(∂y∂zϕ) + ∂yϕ(∂x∂zϕ)− ∂zϕ(∂x∂yϕ) + ∂xϕ(∂z∂yϕ) = 0

Example 1.24. Let S4 = {(α, β, t) ∈ C× C× R : |α|2 + |β|2 = t(1− t)}. Then

Π = αβ∂α ∧ ∂β − αβ∗∂α ∧ ∂β∗ − α∗β∂α∗ ∧ ∂β + α∗β∗∂α∗ ∧ ∂β∗

is Poisson tensor. Can you find conditions for f to be a Casimir function ? Remark : t is a
Casimir function.

Example 1.25. Let V be a real vector space of dimension n, and U , Pj , j = 1, . . . , n − 2
polynomials in variables x1, . . . , xn. Define

J(h1, . . . , hn) := det
[
∂

∂hi
xj

]
Prove that

{f, g} = UJ(f, g, P1, . . . , Pn−2)

defines a Poisson bracket.

Example 1.26. On R4 with coordinates x0, x1, x2, x3 take real constants J12, J23, J31 and define

{xi, xj} := 2Jijx0xk

{x0, xi} := −2xjxk, where (i, j, k) = (1, 2, 3) or cyclic permutation.

Find the conditions on Jij that implies this is a Poisson bracket. These are called Sklyanin
Poisson algebras. Can you find Casimir functions ? Hint : two quadratic polynomials.

1.3 The sharp map

Let M be a manifold, and Π a Poisson bivector.

Definition 1.27. For every Poisson manifold (M,Π) we define its sharp map

#Π : T ∗M → TM

#Π,x(x, αx) := (x, (iαxΠ)(x)), αx ∈ T ∗xM.

Remark: (iαxΠ)(βx) = 〈Π, βx ∧ αx〉 = Πx(αx, βx) for all αx, βx ∈ T ∗xM .
Properties:

• #Π is a bundle map on M . It is also called the anchor of (M,Π).
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• Being a bundle map it induces a map on sections

#Π : Ω1(M) → X(M), α 7→ iαΠ

• in particular on exact 1-forms one easily has #Π(df) = Xf . In fact

〈#Π(df), dg〉 = Π(df, dg) = {f, g} = 〈Xf , dg〉.

Remark then, that a vector field is uniquely determined by its contractions with exact
1-forms (locality of vector fields).

• Local expression

#Π

(
n∑
i=1

aidxi

)
=

n∑
i,j=1

Πijai∂xj

#Π(dxj) = Π

(
n∑
i=1

aidxi, dxj

)
=

n∑
i=1

Π(aidxi, dxj) =
n∑
i=1

aiΠij .

If Πij are smooth, then so is #Π.

• im #Π,x = Hamx(M) - vector subspace of TxM . This is an easy consequence of
#Π(df) = Xf .

Definition 1.28. The assignment of a vector subspace Sx of TxM for every x ∈M is called a
(generalized) distribution. A distribution is differentiable if for all x0 ∈M and v0 ∈ Sx0

there exists a neighbourhood U of x0 and a smooth vector field on U such that X(y) ∈ Sy for
all y ∈ U and X(x0) = v0.

The word generalized refers to the fact that we do not require dimSxM to be constant in x.
The fact that im #Π is locally generated by Hamiltonian vector fields proves that im #Π is a
differentiable distribution. It will be called the characteristic distribution of the Poisson
manifold (M,Π).

Exercise 1.29. On (im #Π)x it is possible to define a natural antisymmetric non-degenerate
bilinear product. Let v, w ∈ (im #Π)x and choose αx, βx such that v = #Π(αx), w = #Π(βx),

(v, w) = 〈Πx, αx ∧ βx〉.

Prove that it is well defined, and its properties.

Definition 1.30. Let ρ(x) := dim im #Π,x. We call it the rank of the Poisson manifold (at
the point x).

Remarks:

• The reason for the name is that in local coordinates

ρ(x) = rank(Πij(x)) = rank({Xi, Xj}(x)).

• ρ : M → Z; from the differentiability of the distribution it follows that ρ(x) is lower
semicontinuos function of x, i.e. it cannot decrease in a neghbourhood of x. Indeed,
take v1, . . . , vr - basis of (im #Π)x0 , X1, . . . , Xr corresponding local vector fields, then
X1(x), . . . , Xr(x) are linearly independent in a neighbourhood of x0.
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Exercise 1.31. Show that ρ(x) ∈ 2Z (is always even).

Definition 1.32. If ρ(x) = k ∈ Z for all x ∈M the Poisson manifold (and also the charac-
teristic distribution) is called a regular. If x0 ∈ M is such that ρ(y) = ρ(x0) for all y in a
neighbourhood Ux0 of x0, then x0 is called regular point of M . It is called a singular point
otherwise (i.e. if for all neighbourhoods U of x0, there is y ∈ U such that ρ(y) > ρ(x)).

Remark 1.33.

• The set of regular points is open and dense, but not necessarily connected. That it
is open is obvious from definition. Let x0 be a singular point. Take U ⊂ Ux0 , there
exists y ∈ U such that ρ(y) > ρ(x0). We want to prove that y is regular. Say it is
not, then there exists y1 ∈ U (also neighbourhood of y) such that ρ(y1) > ρ(y). If y1 is
not regular repeat. Find a seqence {yn} in U such that ρ(yi+1) > ρ(yi). If it admits a
converging subsequence we are OK. We can have this from the fact that M is locally
compact therefore we can always choose U to be such that U is compact.

• If in M there are singular points then im #Π is not a vector subbundle of TM . This is
very general (and almost by definition of subbundle): the image of a bundle map is a
subbundle if and only if its rank is constant.

Examples 1.34.

1. Let M = R2n+p with coordinates (q1, . . . , qn, p1, . . . , pn, y1, . . . , yp). Let Π =
∑n

i=1 ∂qi ∧
∂pi . Then (M,Π) is regular and ρ(x) = 2n. Here im #Π are tangent spaces to linear
subspaces parallel to y1 = . . . = yp = 0.

2. Let Π = (x2 + y2)∂x ∧ ∂y in M = R2. Then

(im #Π)(0,0) = {0},
(im #Π)(x,y) ' R2 if (x, y) 6= (0, 0).

(0, 0) is singular, (x, y) 6= (0, 0) is regular. More generally for f(x, y)∂x ∧ ∂y if Γf =
{(x, y) : f(x, y) = 0} then the set of singular points is ∂Γf .

Proposition 1.35. Let (M,Π) be a Poisson manifold. It is the Poisson manifold associated
to a symplectic manifold if and only if it is regular, of dimension 2n and rank 2n, i.e. if and
only if #Π is an isomorphism.

Proof. (sketchy) M symplectic implies im #Π = TM . In fact locally on U ⊂ M ω|U =∑n
i=1 dqi ∧ dpi and the corresponding Poisson bivector is

Π|U =
n∑
i=1

∂qi ∧ ∂pi .

Therefore #Π(dqi) = ∂pi , #Π(dpi) = −∂qi and #Π is isomorphism.
Let #Π be an isomorphism (i.e. ∀ x ∈M #Π,x : T ∗xM → TxM is an isomorphism). Define

[x : TxM → T ∗xM , [x := #−1
Π,x. Define Ωx ∈ Λ2T ∗xM as Ωx(v, w) = Πx([xv, [xw). Prove that

Ωx is a 2-form such that {f, g} = Ω(Xf , Xg) and therefore Jac(f, g, h) = dΩ(Xf , Xg, Xh).
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1.4 The symplectic foliation

Definition 1.36. Let S be a distribution on a manifold M . An integral of S is a pair (N,h)
of a connected differential manifold N and an immersion h : N →M (dhx : TxN → Th(x)(M)
injective and h injective) such that

Tx(h(N)) ⊂ Sx.

It is called a maximal integral if

Tx(h(N)) = Sx.

An integral submanifold of S is a connected immersed submanifold N of M such that
(N, iN ) is an integral.

Remark 1.37. Integral manifolds are immersed submanifolds but not necessarily embedded
submanifolds. i : N ↪→ M is an immersion at x if rank i∗,x = dimN . i : N ↪→ M is an
embedding if it is an immersion and a homeomorphism from N to i(N) (equipped with the
topology of M). In particular integral submanifolds are not necessarily closed.

Definition 1.38. A distribution is fully integrable if for every x ∈M there exists a maxi-
mal integral (N,h) of S such that x ∈ h(N) (maximal at each point).

Frobenius theorem: A constant rank differentiable distribution is fully integrable if and only
if it is involutive, i.e. for all X,Y -sections of S, [X,Y ] ∈ S.

For a regular Poisson manifold (M,Π) of rank 2n, the characteristic distribution is of
constant rank, and also involutive, due to [Xf , Xg] = X{f, g}. Therefore it is fully integrable.
Each regular Poisson manifold thus, comes equipped with a regular foliation.

Furthermore on the tangent space to the leaf (im #Π)x it is always possible to define a
natural antisymmetric nondegenerate bilinear product.

Computations similar to those of proposition 1.35, allow to prove that if (N,h) is the
maximal integral containing x, then there is a symplectic 2-form ωN on N such that ωN =
h∗ωΠ, where (ωΠ)x ∈ Λ2(im #Π)∗x is determined by the above bilinear product.
We will call this foliation the symplectic foliation of M .

Example 1.39. M = R2n+p, Π =
∑n

i=1 ∂qi ∧ ∂pi . The leaves are

Sc1...cp := {y1 = c1, . . . , yn = cn} - linear subspaces.

On each leaf ω =
∑n

i=1 dqi ∧ dpi.
Remark: Not every foliation is a symplectic foliation. In fact, first of all leaves need to carry
a symplectic structure, a condition which already puts some topological restriction (e.g. you
cannot have symplectic structure on S2n if n > 1). Furthermore more delicate obstructions
depend on how the symplectic forms vary from leaf to leaf [?].
Now we want to generalize this statement to non regular Poisson manifolds.

Theorem 1.40 (Weinstein’s splitting theorem). Let (M,Π) be a Poisson manifold. Let
x0 ∈M , ρΠ(x0) = 2n. Then there exists a coordinate neighbourhood U of x0 with coordinates
(q1, . . . , qn, p1, . . . , pn, y1, . . . , yp) (dimM = 2n+ p = m) such that

Π(x) =
n∑
i=1

∂qi ∧ ∂pi +
p∑

i<j=1

ϕij(x)∂yi ∧ ∂yj ∀x ∈ U,

and such that ϕij(x) depends only on coordinates y1, . . . , yk and ϕij(x0) = 0.
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Proof. Induction on n, ρΠ(x0) = 2n. If n = 0 there is nothing to prove. Say it holds for
n− 1. There are f, g ∈ C∞(M) such that

{f, g}(x0) 6= 0.

Let p1 = g. Then Xp1(f)(x0) 6= 0, so Xp1(x0) is a nonzero vector field. By the rectifying
theorem there exists coordinate neighbourhood centered at x0 such that −Xp1 = ∂q1 , hence
{q1, p1} = −Xp1q1 = 1. Remark that Xp1 and Xq1 are linearly independent (if Xq1 = λXp1

then {q1, p1} = Xq1(p1) = λXp1(p1) = −λ∂q1p1 = 0). Furthermore [Xq1 , Xp1 ] = Xq1,p1 =
X−1 = 0. Therefore around x0 these two vector fields span a regular involutive distribution,
which is integrable due to Frobenius theorem.

As a consequence there are local coordinates (y1, . . . , ym) centered at x0 such that

Xq1 = ∂y1

Xp1 = ∂y2

{q1, yi} = Xq1yi = 0 ∀ i 6= 1
{p1, yi} = Xp1yi = 0 ∀ i 6= 2.

Lemma 1.41 (Poisson theorem).

{p1, {yi, yj}} = 0 ∀ i, j ≥ 3,
{q1, {yi, yj}} = 0 ∀ i, j ≥ 3.

Proof. (of lemma) Simply apply Jacobi identity.

Remark: The reason for giving these equalities the dignity of a separate statement is due to
the fact that historically this is the first form in which Jacobi identity was stated.

Now (q1, p1, y3, . . . , ym) is a new coordinate system, because (y1, . . . , ym) is a local coor-
dinate system and the map Φ: (y1, . . . , ym) 7→ (q1, p1, y3, . . . , ym) has Jacobian 0 1

−1 0
∗

0 I


We have

Π = ∂q1 ∧ ∂p1 +
∑

3≤i<j≤m
Π′
ij(y3, . . . , ym)∂yi ∧ ∂yj .

Now apply the induction hypothesis to the right summand which is a Poisson bivector on M
of rank 2(n− 1).

In the symplectic case this theorem recovers a well-known result:

Corollary 1.42 (Darboux theorem). Let (M,ω) be a symplectic manifold and x0 ∈M . Then
there exists a coordinate neighbourhood (U ; q1, . . . , qn, p1, . . . , pn) of x0 such that

ω|U =
n∑
i=1

dqi ∧ dpi.

In analogy with this last statement coordinates generated by the splitting theorem are
also called Darboux coordinates centered at x0.
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Example 1.43. Let g∗ be the dual of a Lie algebra g and Π =
∑
ckijXk∂i ∧ ∂j . Then these

are Darboux coordinates centered at the origin in which there is no symplectic term and all
functions ϕij are linear.

Definition 1.44. Let (M,Π) be a Poisson manifold. A hamiltonian path on M is a
smooth curve γ : [0, 1] →M such that each tangent vector γ̇t at γ(t) belongs to im #Π,γ(t) for
all t ∈ [0, 1]. Let x, y ∈M . We say that x and y are in hamiltonian relation if there exists
a piecewise Hamiltonian curve γ on M connecting x to y.

Lemma 1.45. Hamiltonian relation is an equivalence relation.

Proof. (exercise) Reflexive - trivial; symmetric - change backwards the time parametrization;
transitive - concatenation of Hamiltonian paths is an Hamiltonian path.

Definition 1.46. Connected components of equivalence classes of this relation are called
symplectic leaves of (M,Π).

Proposition 1.47. Each symplectic leaf is a maximal integrable submanifold of (M,Π).

Proof. (sketchy) Let F be a leaf, x ∈ F , TxF ⊂ im #Π,x because all paths on F exiting from
x are Hamiltionian paths.

Let X ∈ X(M) such that X(x) ∈ im #Π,x. Consider the flow of X starting at x. This is
a curve expx(tX) : (−ε, ε) → M which is an Hamiltonian path. Therefore each point of this
curve is in F , so X(x) ∈ TxF . Thus TxF = im #Π,x.

Fix a local splitting at x ∈ F .

im #Π,x = 〈∂q1 , . . . , ∂qn , ∂p1 , . . . , ∂pn〉

F is locally given by y1 = . . . = yp = 0 therefore F is an immersed submanifold.

Proposition 1.48. Let (M,Π) be a Poisson manifold. On each symplectic leaf F there is a
well defined symplectic structure such that the inclusion map i : F →M is a Poisson map.

Proof. Let x ∈ F and Fx has splitting coordinate neighbourhood (U ; q1, . . . , qn, p1, . . . , pn, y1, . . . , yp).
Therefore (q1, . . . , qn, p1, . . . , pn) are local coordinates for F around x. Define

ωx =
n∑
i=1

dxqi ∧ dxpi, x ∈ U.

This defines a symplectic structure on F . To verify that i : F → M is Poisson, it is enough
to check it on brackets of coordinate functions.

Examples 1.49.

1. Each symplectic manifold is a symplectic leaf of itself.

2. (R2, f(x, y)∂x ∧ ∂y). Each point of Γf = {(x, y) : f(x, y) = 0} is a 0-dimensional
symplectic leaf. Each connected component of R2 \ Γf is a 2-dimensional symplectic
leaf.

3. M = g∗. By the Leibniz rule

im #Π,x = span{Xf (x) : f linear }
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Let f, g ∈ C∞(g∗) be linear i.e. f, g ∈ g. Fix α ∈ g∗

{f, g}(α) = α([f, g]) = 〈α, adf g〉 = −〈ad∗f α, g〉

Xf (α) = (−ad∗f )(α), where ad∗f is an infinitesimal coadjoint action i.e. fundamental
vector field of the adjoint action. Symplectic leaves are coadjoint orbits. Therefore each
coadjoint orbit in g∗ carries a naturally defined symplectic form, called the Kirillov-
Kostant-Souriau form (KKS).

Proposition 1.50. Let (M,Π) be a Poisson manifold. Casimir functions are constant along
the leaves (therefore leaves are contained in connected components of level sets of Casimirs).

Proof. Let F be a leaf, f a Casimir function. We want to prove that f |F is constant. This
is equivalent to Xf = 0 for all X ∈ TF (vector fields tangent to F, locally). But locally
X(F ) = im #Π = Ham(M) and

Xgf = {g, f} = 0 ∀ g ∈ C∞(M).

Proposition 1.51. Let (M,Π) be a Poisson manifold, dimM = m. Let x0 ∈ M be such
that rankΠ(x0) = ρΠ(x0) = m. Then the symplectic leaf through x0 is open in M .

Proof. Around x0 rank is constant and equal dimM . Therefore (im #Π)x0 = TxM and due
to lower semicontinuity the same holds for any y in an open neighbourhood U of x0. Thus
every path on M exiting x0 is locally Hamiltonian, hence the thesis.

Proposition 1.52. Let (M,Π) be a Poisson manifold. Let f1, . . . , fp be Casimir functions
on M . Let

Γi,c := {x ∈M : fi(x) = c}

If Γ1,c ∩ . . . ∩ Γp,c has dim = rankΠ0 and is smooth, then its connected components are
symplectic leaves.

Remark: But Γ1,c ∩ . . . ∩ Γp,c may have dim 6= rankΠ0.
Let us consider a general polynomial Poisson bracket on Rn, i.e. a Poisson bracket such

that {xi, xj} = Pij(x1, . . . , xn). A function f ∈ C∞(Rn) is a Casimir function if and only
if {xi, f} = 0 for any i = 1, . . . , n. This can be rewritten as

∑
j Pij∂xjf = 0. Therefore f

has to be a smooth solution of a system of linear first order PDE’s. If, as in this case, we
are considering a linear Poisson structure the system has constant coefficients (which are the
structural constant of the Lie algebra) and its solutions can be explicitly determined.

Example 1.53. Consider su(2)∗ ∼= R3. Its Lie-Poisson bivector is

Π(x1, x2, x3) = x1∂x2 ∧ ∂x3 + x2∂x3 ∧ ∂x1 + x3∂x1 ∧ ∂x2 .

Find the symplectic foliation.

#Π(dx1) = −x2∂x3 + x3∂x2 ,

#Π(dx2) = x1∂x3 − x3∂x1 ,

#Π(dx3) = −x1∂x2 + x2∂x1 .
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Thus

Πij(x1, x2, x3) =

 0 −x3 x2

x3 0 −x1

−x2 x1 0


Compute rankΠij(x1, x2, x3).
If (x1, x2, x3) = (0, 0, 0) then ρΠ((0, 0, 0)) = 0, and if (x1, x2, x3) 6= (0, 0, 0) then ρΠ((x1, x2, x3)) =
2 (always 2× 2 minor 6= 0). Therefore we have everywhere rank 2, except at origin, which is
an isolated 0-dimensional symplectic leaf.
Remark that x2

1 + x2
2 + x2

3 is a Casimir function

{x1,−} = 2x2{x1, x2}+ 2x3{x1, x3} = 2x2x3 − 2x3x2 = 0,
{x1,−} = 2x1{x2, x1}+ 2x3{x2, x3} = 2x1x3 − 2x3x1 = 0,
{x1,−} = 2x1{x3, x1}+ 2x2{x3, x2} = 2x1x2 − 2x2x1 = 0.

Thus symplectic leaves are contained in spheres x2
1 + x2

2 + x2
3 = r2. Each leaf is a connected

open 2-manifold in S2, so each leaf is homeomorphic to S2.
It is easily checked that the corresponding symplectic structure is the unique SU(2) in-

variant volume form on the sphere of radius r.

Example 1.54. (Natsume-Olsen Poisson sphere)

S2 ⊂ C× R, ζζ̄ + z2 = 1

The following Poisson brackets on S2 were introduced in [62]

{ζ, z} = i(1− z2)ζ,

{ζ̄, z} = −i(1− z2)ζ̄,

{ζ, ζ̄} = −2i(1− z2)z.

Therefore
Π = (1− z2)[iζ∂ζ ∧ ∂z − iζ̄∂ζ̄ ∧ ∂z − 2iz∂z ∧ ∂ζ̄ ] = (1− z2)Π0.

where Π0 is the standard rotation invariant symplectic (i.e. volume) form on S2. The sharp
map #Π is given by:

dz 7→ (z2 − 1)i(ζ∂ζ − ζ̄∂ζ̄),

dz 7→ (1− z2)i(ζ∂z − 2z∂ζ̄),

dz 7→ (1− z2)i(−ζ̄∂z + 2z∂ζ).

so that in the obvious basis it is represented by the matrix: 0 (1− z2)iζ −i(1− z2)ζ̄
(z2 − 1)iζ 0 2i(1− z2)z
−i(z2 − 1)ζ̄ 2i(z2 − 1)z 0


Such matrix has rank = 0 if ζ = ζ̄ = 0, that is if 1− z2 = 0. This happens in two points

ζ = ζ̄ = 0, z = −1 south pole,
ζ = ζ̄ = 0, z = 1 north pole.
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Chapter 2

Schouten-Nijenhuis bracket

2.1 Lie-Poisson bracket

Let (M,Π) be a Poisson manifold.

Theorem 2.1. There exists a unique R-linear skewsymmetric bracket [−,−]Π : Ω1M×Ω1M →
Ω1M such that

1. [df, dg] = d{f, g} for all f, g ∈ C∞(M),

2. [α, fβ] = f [α, β] + (#Π(α)f)β for all α, β ∈ Ω1M , f ∈ C∞(M).

It is given by

[α, β] = L#Π(α)β − L#Π(β)α− d(Π(α, β)).

Furthermore [−,−]Π is a Lie bracket and #Π : Ω1M → X(M) is a Lie algebra homomorphism:

[#Π(α),#Π(β)] = #Π([α, β]Π).

Proof. Such [−,−]Π should be local i.e. if β1|U = β2|U in a neighbourhood U of x0, then
[α, β1]Π(x0) = [α, β2]Π(x0). Take a compact neighbourhood xo ∈ Vx0 ⊂ U and f ∈ C∞(M)
such that f = 1 on Vx0 , f |M\U = 0. Then

[α, fβ1](x0) = f(x0)︸ ︷︷ ︸
=1

[α, β1]Π(x0) + (#Π(α)f︸ ︷︷ ︸
=0

)(x0)β1(x0)

[α, fβ1](x0) = f(x0)︸ ︷︷ ︸
=1

[α, β2]Π(x0).

Applying twice property 2. one has the following:

Lemma 2.2.

[hα, fβ]Π = (hf)[α, β] + h(#Π(α)f)β − f(#Π(β)h)α.
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Take α =
∑
αidxi, β =

∑
βidxi, Π =

∑
Πij∂xi ∧ ∂xj . Then

[α, β]Π =
∑
i,j

[αidxi, βjdxj ]Π

=
∑
i,j

αiβj [dxi, dxj ]Π + αi(#Π(dxi)βj)dxj − βj(#Π(dxj)αi)dxi

=
∑
i,j

(
αiβjd{xi, xj}+

∑
k

(αiΠik∂kβjdxj − βjΠjk∂kαidxi)

)

= d

∑
i,j

Πijαiβj

−
∑
i,j

Πijβjdαi −
∑
i,j

Πijαidβj

= d〈Π, α ∧ β〉+ i#Π(α)dβ − i#Π(β)dα.

This does not depend on the choice of local coordinates, so we have the existence of [−,−]Π.
Recall Cartan’s magic formula:

LX = diX + iXd

Using it we get:

[df, dg]Π = L#Π(df)dg − L#Π(dg)df − dΠ{df, dg}
= LXf

dg − LXgdf − d{f, g}
= d iXf

dg︸ ︷︷ ︸
Xf (g)

−d iXgdf︸ ︷︷ ︸
Xg(f)

−d{f, g}

= d{f, g}+ d{f, g} − d{f, g}
= d{f, g}.

Furthermore

[α, fβ]Π = d〈Π, α ∧ fβ〉+ i#Π(α)d(fβ)− i#Π(fβ)dα

= d(f〈Π, α ∧ β〉) + i#Π(α)d(fβ).

The Jacobi identity is proved locally using adf , bdg, cdh.

Definition 2.3. Let M be a manifold, E → M vector bundle. Then E is called a Lie
algebroid if there exists a bilinear bracket

[−,−] : Γ(E)× Γ(E) → Γ(E)

and a bundle map, called the anchor, ρ : E → TM (ρ : Γ(E) → X(M)) such that

1. (Γ(E), [−,−]) is a Lie algebra,

2. ρ is a Lie algebra homomorphism,

3. [v, fw] = f [v, w] + (ρ(v)f)w for all v, w ∈ Γ(E), f ∈ C∞(M).

Remarks:

• Given any Lie algebroid, the image of the anchor is always a generalized integrable
distribution; its maximal integrable submanifolds are called orbits of the Lie algebroid.
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• The tangent bundle TM to a manifold is always a Lie algebroid with the trivial anchor
map ρ = id.

• Theorem 2.1 proves that for any Poisson manifold M , its cotangent bundle T ∗M is a Lie
algebroid with anchor the sharp map. The orbits of this algebroid are the symplectic
leaves of M

2.2 Schouten-Nijenhuis bracket

Let M be a smooth manifold of dimension M . Recall

Ωp(M) = Γ(ΛpT ∗M) differential p-forms, p ≥ 1,
Xp(M) = Γ(ΛpTM) p-multivector fields, p ≥ 1,

Ω0(M) = X0(M) = C∞(M),

Ω•(M) =
⊕
p

Ωp(M),

X•(M) =
⊕
p

Xp(M) graded vector spaces.

External product gives both spaces a structure of graded, associative algebra, Z2-commutative
(supercommutative) i.e.

P ∧Q = (−1)degQdegPQ ∧ P.

The natural duality pairing between TxM and T ∗xM extends to a natural pairing between
Ω•(M) and X•(M) as follows

〈α, X〉x := 〈α(x)︸︷︷︸
∈T ∗xM

, X(x)︸ ︷︷ ︸
∈TxM

〉 for α ∈ Ω1(M), X ∈ X1(M),

〈ω, P 〉 =


0 p 6= q,

det(〈αi, Xj〉) p = q for ω = α1 ∧ · · · ∧ αq, P = X1 ∧ · · · ∧Xp,

αi ∈ Ω1(M), Xj ∈ X1(M).

Remark 2.4. 〈ω, P 〉(x) depends only on ω(x), P (x). Locally every q-form (resp. p-vector
field) is decomposable. Therefore formula above defines a C∞(M)-bilinear pairing on the
whole space M .

Inner product for P ∈ X•(M), ω ∈ Ω•(M):

〈iPω, Q〉 = 〈ω, P ∧Q〉 ∀ Q ∈ X•(M).

It is the left transpose of external product.
X1(M) is a Lie algebra with bracket [X,Y ] = XY − Y X of vector fields. Let g be a Lie

algebra over K.

Proposition 2.5. There is a unique bracket on Λ•g which extends the Lie bracket on g and
such that if A ∈ Λag, B ∈ Λbg, C ∈ Λcg then:

1. [A,B] = −(−1)(a−1)(b−1)[B,A];

2. [A,B ∧ C] = [A,B] ∧ C + (−1)(a−1)bB ∧ [A,C];
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3. (−1)(a−1)(c−1)[A, [B,C]] + (−1)(b−1)(c−1)[B, [C,A]] + (−1)(c−1)(b−1)[C, [A,B]] = 0;

4. The bracket of an element in Λ• with an element in Λ0g = K is 0.

Remark: It is not correct to say that Λ•g is a graded Lie algebra. In fact in a graded Lie
algebra the 0-component should be a Lie subalgebra, therefore the 0-component should be g.
Λ•+1g is a graded Lie algebra.

Proof. Start from 2 to prove a formula for

[A,B1 ∧ · · · ∧Bn] =
n∑
i=1

(−1)∗B1 ∧ · · · ∧ [A,Bi] ∧ · · · ∧Bn

Then using 1 prove the formula for [B1 ∧ · · · ∧Bn, A] and having that prove the formula for
[B1 ∧ · · · ∧Bn, A1 ∧ · · · ∧An]. Extend by K-linearity to sum of decomposables. Verify Jacobi
identity.

Proposition 2.6. Let M be a manifold. Then there exists a unique R-bilinear bracket
[−,−] : X•(M)× X•(M) → X•(M) such that

1. [−,−] is of degree -1;

2. For all X ∈ X1(M) and Q ∈ X•(M)

[X,Q] = LXQ.

In particular the bracket coincides with the usual Lie bracket of vector fields on X1(M);

3. For all P ∈ Xp(M) and Q ∈ Xq(M)

[P,Q] = −(−1)(p−1)(q−1)[Q,P ]

4. For all P ∈ Xp(M), Q ∈ Xq(M), R ∈ X•(M)

[P,Q ∧R] = [P,Q] ∧R+ (−1)(p−1)qQ ∧ [P,R].

Such bracket will be called the Schouten-Nijenhuis bracket of multivector fields. It will
furthermore satisfy:

5. For all P ∈ Xp(M), Q ∈ Xq(M), R ∈ Xr(M)

(−1)(p−1)(r−1)[P, [Q,R]] + (−1)(q−1)(p−1)[Q, [R,P ]] + (−1)(r−1)(q−1)[R, [P,Q]] = 0.

Proof. The first step is to proof that such bracket has to be a local operation, i.e. for all
U open in M , [P,Q]|U depends only on P |U , Q|U . The proof of this fact is similar to the
analogous proof in theorem 2.1. Due to antisymmetry it is enough to show that ifQ1|U = Q2|U
then [P,Q1](x0) = [P,Q2](x0) for a neighbourhood U of x0. Take f = 0 outside U , f = 1 in
a compact neighbourhood of x0 contained in U . Then fQ1 = fQ2 on M . Applying property
4. with Q = f ∈ X0M we get

[P, fR] = [P, f ] ∧R− f [P,R] = (LP f)R− f [P,R].
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Now show that

[P, fQ1](x0) = [P,Q1](x0)
[P, fQ2](x0) = [P,Q2](x0)

Locality allows us to work in a coordinate chart. P and Q can therefore be taken as finite
sums of exterior products of vector fields. Remark that from property 4. we get

[X,Q1 ∧ · · · ∧Qn] =
n∑
i=1

(−1)∗Q1 ∧ · · · ∧ [X,Qi] ∧ · · · ∧Qn,

[P1 ∧ · · · ∧ Pn, Q1 ∧ · · · ∧Qm] =

=
∑
i<j

(−1)∗[Pi, Qj ] ∧ P1 ∧ · · · ∧ P̂i ∧ · · · ∧ Pn ∧Q1 ∧ · · · ∧ Q̂j ∧ · · · ∧Qm.

Now
[P1 ∧ · · · ∧ Pn, fQ1 ∧ · · · ∧Qm] =

= [P1 ∧ · · · ∧ Pn, f ]︸ ︷︷ ︸
=(−1)n[f,P1∧···∧Pn]

∧Q1 ∧ · · · ∧Qm + (−1)mf [P1 ∧ · · · ∧ Pn, Q1 ∧ · · · ∧Qm]

and

(−1)n[f, P1 ∧ · · · ∧ Pn] = (−1)n
n∑
i=1

LPi(f)P1 ∧ · · · ∧ P̂i ∧ · · · ∧ Pn.

These fixes all values and thus proves unicity. Finally one has to prove the independence of
local coordinates - on the overlapping coordinate domains you have the same result. Other
properties are proved by direct (lengthy) computation.

Definition 2.7. A Gerstenhaber algebra is a triple (A,∧, [−,−]) such that

1. a is a N-graded vector space, A = A0 ⊕ A1 ⊕ . . .;

2. ∧ is an associative, supercommutative multiplication of degree 0 (Ai ∧ Aj ⊂ Ai+j);

3. [−,−] is a super Lie algebra structure of degree (−1) ([Ai,Aj ] ⊂ Ai+j−1) satisfying

[a, b ∧ c] = [a, b] ∧ c+ (−1)(|a|−1)|b|b ∧ [a, c].

Examples 2.8.

• Multivector fields on a manifoldM are a Gerstenhaber algebra with respect to Schouten-
Nijenhuis bracket.

• Differential forms on Poisson manifold are a Gerstenhaber algebra.

• Similarly from any Lie algebroid E there is a natural construction of Gerstenhaber
algebra on Γ(Λ•E) generalizing the costruction of the Schouten-Nijenhuis bracket (
just remark that the proof of proposition 2.6 uses exactly the fact that TM is a Lie
algebroid with anchor ρ = id).

• From any Lie algebra g you can construct a Gerstenhaber algebra Λ•g.
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• Hochschild cohomology has a Gerstenhaber algebra structure (coefficients in the given
algebra). Hochschild-Kostant-Rosenberg map

φHKR : HH•
cont(C

∞(M)) → X•(M)

fails to be a Gerstenhaber algebra morphism. This is what leads to L∞-algebra struc-
tures and Kontsevich formality.

Let (A,∧, [−,−]) be a Gerstenhaber algebra. An operator D : A• → A•−1 is said to
generate the Gerstenhaber algebra if for all a ∈ Ai, b ∈ A

[a, b] = (−1)i(D(a ∧ b)−Da ∧ b− (−1)ia ∧Db).

If D2 = 0 we say that our Gerstenhaber algebra is exact or Batalin-Vilkovisky algebra.
We will show that the Gerstenhaber algebra of differential forms on a Poisson manifold is

a Batalin-Vilkovisky algebra. Its generating operator will be called Poisson (or canonical
or Brylinski) differential.

2.2.1 Schouten-Nijenhuis bracket computations

Fix a system of local coordinates and consider two vector fields

X =
∑
i

ai∂xi , Y =
∑
i

bi∂xi , X, Y ∈ X(M), x1, . . . , xn coordinates

[X,Y ] =
∑
i

ai

∑
j

∂bj
∂xi

∂xj

−
∑
i

bi

∑
j

∂aj
∂xi

∂xj

 .

Let ζi = ∂xi and consider it as an odd formal variable

ζiζj = −ζjζi (∂xi ∧ ∂xj = −∂xj ∧ ∂xi).

Then
X :=

∑
i

aiζi, Y :=
∑
i

biζi

[X,Y ] =
∑
i

(
∂X

∂ζi

∂Y

∂xi
− ∂Y

∂ζi

∂X

∂xi

)

=

(∑
i

∂ζi ∧ ∂xi

)
(X ⊗ Y ).

Extend this idea to multivector fields

P ∈ Xp(M), P =
∑

i1<...<ip

∂xi1
∧ . . . ∧ ∂xip

=
∑

i1<...<ip

Pii...ipζi1 . . . ζip .

Fix the following differentiation rule

∂ζip (ζi1 . . . ζip) = ζi1 . . . ζip−1

∂ζik (ζi1 . . . ζip) = (−1)p−kζi1 . . . ζ̂ik . . . ζip−1 .

Then we claim that

[P,Q]SN =
∑
i

∂ζiP ∂xiQ− (−1)(p−1)(q−1)∂ζiQ∂xiP.
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2.2.2 Lichnerowicz definition of the Schouten-Nijenhuis bracket

Lichnerowicz defined the Schouten-Nijenhuis bracket implicitly as follows.

Proposition 2.9. For all P ∈ XpM , Q ∈ XqM , ω ∈ Ωp+q−1M

〈ω, [P,Q]〉 = (−1)(p−1)(q−1)〈d(iQω), P 〉 − 〈d(iPω), Q〉+ (−1)p〈dω, P ∧Q〉 (2.1)

With respect to our explicit construction this formula has the advantage of being well
adapted and easy to use in ”global type” computations.

Look at what happens, for example, when X,Y ∈ X1(M), ω ∈ Ω1M

〈ω, [X,Y ]〉 = 〈d(iY ω), X〉 − 〈d(iXω), Y 〉 − 〈dω, X ∧ Y 〉

which you can rewrite as

dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ])

i.e. the formula for the differential of 1-form.
In our approach this formula needs a proof. It suffices to show that the bracket defined

by 2.1 has the same algebraic properties as the Schouten-Nijenhuis bracket. Unicity then
implies the claim.

2.2.3 Jacobi condition and Schouten-Nijenhuis bracket

Let Π be a bivector on M , so [Π,Π] ∈ X3M . Let ω be a 3-form on M . Then 〈ω, [Π,Π]〉 is a
function and

〈ω, [Π,Π]〉 = −〈d(iΠω), Π〉 − 〈d(iΠω), Π〉+ 〈dω, Π ∧Π〉.

Let ω = df ∧ dg ∧ dh. Put {f, g} = 〈df ∧ dg, Π〉. Remark that

〈iΠω, X〉 = 〈df ∧ dg ∧ dh, Π ∧X〉

for all X ∈ X1M . Since d(df ∧ dg ∧ dh) = 0 we have

〈ω, [Π,Π]〉 = −2〈d(iΠω), Π〉.

Lemma 2.10.
〈df ∧ dg ∧ dh, [Π,Π]〉 = ±2 Jac(f, g, h)

Proof.
〈df ∧ dg ∧ dh, [Π,Π]〉 = −2〈d(iΠ(df ∧ dg ∧ dh)), Π〉 =

= −2〈d({g, h}df − {f, h}dg + {f, g}dh), Π〉 =

= −2〈d{g, h} ∧ df − d{f, h} ∧ dg + d{f, g} ∧ dh, Π〉 =

= −2({{g, h}, f} − {{f, h}, g}+ {{f, g}, h}) =

= 2 Jac(f, g, h).

Corollary 2.11. A bivector Π ∈ X2M is Poisson if and only if [Π,Π] = 0.
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As an application of corollary (2.11) consider a Lie algebra g, manifold M , ξ : g → X(M)
an infinitesimal map (a Lie algebra homomorphism). Then ξ extends uniquely to a degree 0
map

∧ξ : Λ•g → X•(M)
x1 ∧ · · · ∧ xn 7→ ξ(x1) ∧ · · · ∧ ξ(xn)

which preserves the graded brackets

∧ξ[α, β] = [∧ξ(α),∧ξ(β)]SN

This is a simple consequence of the fact that both brackets are determined by their values in
degree 0 and 1.

Another easy consequence of characterization [Π,Π] = 0 is that if dimM = 2, then any
bivector Π ∈ X2M is Poisson. Indeed [Π,Π] ∈ X3M = 0.

Let now G be a connected Lie group such that Lie(G) = g (not necessarily simply con-
nected). Let us denote the translation operators by

Lg : G→ G, h 7→ gh,

Rg : G→ G, h 7→ hg.

We will use the following notations for the tangent maps TeG→ TgG.

Lg,∗ : ThG→ TghG Rg,∗ : ThG→ ThgG

L∧g,∗ : Λ•TeG→ Λ•TgG R∧g,∗ : Λ•TeG→ Λ•TgG

Let now α ∈ Λ•g. We will denote with αL (resp. αR) the left (resp. right) invariant
multivector field on G whose value at e ∈ G (identity of G) is α i.e.

αL(g) := L∧g,∗α, (resp. αR(g) := R∧g,∗α)

In the same way we consider αR to be the right invariant multivector field on G whose value
at e is α.

Proposition 2.12. For any γ ∈ Λ2g the following are equivalent

1. γL is a left invariant Poisson structure.

2. γR is a right invariant Poisson structure.

3. [γ, γ] = 0 (bracket in Λ•g)

Proof. LX,g : g → X(G) is an infinitesimal action.

[γL, γL]SN (g) = [L∧∗,gγ, L
∧
∗,gγ](g) = L∧∗,g[γ, γ],

so the left hand side is zero if and only if the right hand side is zero. [γL, γL]SN = 0 is the
condition for being Poisson. The computation for right invariant multivectors is exactly the
same.

The condition [γ, γ] = 0 is called classical Yang-Baxter equation. The above propo-
sition can be stated as:

Corollary 2.13. There is a one to one correspondence between left (resp. right) invariant
Poisson structures on a Lie group G and solutions of classical Yang-Baxter equation on
Lie(G).
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2.2.4 Compatible Poisson tensors

Say that Π1, Π2 are Poisson bivectors on M .
Question: is Π1 + Π2 a Poisson bivector on M ?
If this is the case we will say that they are compatible Poisson tensors.

Proposition 2.14. Π1 and Π2 are compatible if and only if [Π1,Π2] = 0.

In this case aΠ1 + bΠ2 is Poisson for all a, b ∈ R and {aΠ1 + bΠ2 : a, b ∈ R} is called a
Poisson pencil.

Proof.
[Π1 + Π2,Π1 + Π2] = [Π1,Π1]︸ ︷︷ ︸

=0

+ [Π2,Π2]︸ ︷︷ ︸
=0

+2[Π1,Π2],

so [Π1 + Π2,Π1 + Π2] = 0 if and only if [Π1,Π2] = 0.
Furthermore

[aΠ1 + bΠ2, aΠ1 + bΠ2] = 2ab[Π1,Π2].

2.2.5 Koszul’s formula

Theorem 2.15 (Koszul formula). Let P ∈ XpM , Q ∈ XqM . Then

i[P,Q] = (−1)(p−1)(q−1)iPdiQ − iQdiP + (−1)piP∧Qd+ (−1)qdiP∧Q (2.2)

Remark: Koszul formula implies Lichnerowicz formula (2.1) after contracting with (p +
q − 1)-form.

Proof. (of Koszul formula) By induction using Leibniz rule. Say first you want to prove it
for degP = 0, degQ whatever.

[P,Q] = LQfω P = f, iPω = fω

iLQ
f = fdiq − iQdf + ifQd+ (−1)qdifQ︸ ︷︷ ︸

LfQ

LfQω = fLQω

iLQfω = 〈LQf, ω〉.

This formula can be also memorized as

i[P,Q] = [[iP , d], iQ]

but with graded commutators on the right !
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2.3 Poisson homology

Definition 2.16. Canonical (or Brylinski) operator

∂Π := iΠd− diΠ : ΩkM → Ωk+1M

Proposition 2.17. The following identities are verified

1. d∂Π + ∂Πd = 0.

2. ∂ΠiΠ − iΠ∂Π = 0.

3. ∂2
Π = 0.

Proof.

1. d∂Π = diΠd = −∂Πd.

2. Apply Koszul’s formula to see that

0 = i[Π,Π] = [[iΠ, d], iΠ] = [∂Π, iΠ].

3. ∂ΠiΠ = iΠ∂Π as a consequence of Koszul formula. Thus

2iΠdiΠ = i2Πd− di2Π.

Apply d on the left
2diΠdiΠ = di2Πd.

Apply d on the right
2iΠdiΠd = di2Πd.

Therefore diΠdiΠ = −iΠdiΠd and

∂2
Π = (iΠd− diΠ)(iΠd− diΠ)

= iΠdiΠd− diΠiΠd+ diΠdiΠ

= 2iΠdiΠd− diΠiΠd = 0.

Definition 2.18. The homology of the complex (Ω•, ∂Π) is called Poisson (or canonical)
homology and it is denoted by HΠ

k (M).

28



Chapter 3

Poisson maps

3.1 Poisson maps

Recall that if (M1,Π1), (M2,Π2) are Poisson manifolds then ϕ : M1 →M2 is a Poisson map
if ϕ∗ : C∞(M2) → C∞(M1) verifies

ϕ∗{f, g}M2 = {ϕ∗f, ϕ∗g}M1

for all f, g ∈ C∞(M2). Here ϕ∗ : f 7→ f ◦ ϕ.
Recall also from differential geometry that having a map ϕ : M → N , you can pull-back

forms, but in general you cannot push-forward vector fields.
Let X ∈ X(M) and Y ∈ X(N). Then the two vector fields X and Y are said to be

ϕ-related if
ϕ∗,x(Xx) = Yϕ(x)

for all x ∈ M , ϕ∗,x : TxM → Tϕ(x)N . This relation does not define a map. In fact you
can have more than one vector field on N related to a fixed vector field on M . (Think of
ϕ : R2 → R2, ϕ(x, y) = (x, 0). Then saying that Y is ϕ-related to X says something only
about values of Y on the line (x, 0).) You can also have none. (In the example as before if
X(x,0) and X(x,1) have different projections on imϕ∗,x).

If ϕ is a diffeomorphism then ϕ∗ : X(M) → X(N). Remark that you can define ϕ-relation
on multivectors simply by considering ϕ∧∗,x.

Proposition 3.1. Let (M1,Π1), (M2,Π2) be Poisson manifolds and ϕ : M1 → M2 smooth
map. The following are equivalent.

1. ϕ is Poisson map.

2. Xϕ∗f ∈ Ham(M1) and Xf ∈ Ham(M2) are ϕ-related for all f ∈ C∞(M2) i.e.

ϕ∗,x(Xϕ∗f (x)) = Xf (ϕ(x))

for all x ∈M .

3. Let tϕ∗,x : T ∗ϕ(x)M2 → T ∗xM1. Then

#Π2,ϕ(x) = ϕ∗,x ◦#Π1,x ◦t ϕ∗,x

29



4. Π1, Π2 are ϕ-related i.e.

〈Π2,ϕ(x), α ∧ β〉 = 〈Π1,x,
tϕ∗,xα ∧t ϕ∗,xβ〉

for all α, β ∈ T ∗ϕ(x)M2 and all x ∈M1.

Proof. (3) ⇐⇒ (4) by definitions.
(1) ⇐⇒ (4) using

{f, g}(x) = 〈Πx, dxf ∧ dxg〉

and the fact that for all α ∈ T ∗ϕ(x)M2 there exists f ∈ C∞(M2) such that dϕ(x)f = α.
(1) ⇐⇒ (2) using

{f, g} = Xfg = 〈Xf , dg〉.

Remark 3.2. From property (3):

ρΠ1(x) ≥ ρΠ2(ϕ(x))

because (im #Π2)ϕ(x) ⊆ ϕ∗,x(im #Π1,x). This fact has remarkable, though easy consequences.

• Let x0 ∈ M1 be a 0-dimensional symplectic leaf. Then ϕ(x0) is a 0-dimensional sym-
plectic leaf. Thus for example there is no Poisson map ϕ : g∗ → M if M is symplectic
and g is a Lie algebra.

• Let ϕ : M1 → M2 be a Poisson immersion, i.e. a Poisson map such that ϕ∗,x is injec-
tive. Then rankΠ1(x) = rankΠ2(x). This in particular holds if ϕ is a Poisson (local)
diffeomorphism (even more so for Poisson automorphism).

• Let ϕ : M1 →M2 be a Poisson map between symplectic manifolds. Then

ρΠ1(x)︸ ︷︷ ︸
dimM1

≥ ρΠ2(ϕ(x))︸ ︷︷ ︸
dimM2

and ϕ has to be a submersion i.e. ϕ∗,x surjective, because imϕ∗,x is forced to be
Tϕ(x)M2 for all x ∈ M1. So the only Poisson maps between symplectic manifolds are
submersions.

This shows that being a Poisson map between symplectic manifolds is very different from
being a symplectic map (which means ϕ : M1 → M2, ϕ∗ω2 = ω1). This difference is made
explicit by the following two examples.

Example 3.3.

i : R2 → R4,

(q1, p1) 7→ (q1, p1, 0, 0),
ω1 = dq1 ∧ dp1,

ω2 = dq1 ∧ dp1 + dq2 ∧ dp2.

Then i is a symplectic map but it is not a Poisson map:

{q2, p2} ◦ i︸ ︷︷ ︸
=1

6= {q2 ◦ i, p2 ◦ i}︸ ︷︷ ︸
=0

.
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Example 3.4.

ψ : R4 → R2,

(q1, p1, q2, p2) 7→ (q1, p1),
ω1 = dq1 ∧ dp1 + dq2 ∧ dp2,

ω2 = dq1 ∧ dp1.

Then ψ is a Poisson map:
{q2, p2} ◦ ψ︸ ︷︷ ︸

=1

= {q2 ◦ ψ, p2 ◦ ψ}︸ ︷︷ ︸
=1

but it is not symplectic:

ψ∗(dq1 ∧ dp1) = dq1 ∧ dp1 6= dq1 ∧ dp1 + dq2 ∧ dp2.

This difference between morphisms in the Poisson and symplectic categories implies, ob-
viously, that related concepts such as subobjects and quotients have different behaviours. We
will see later an example of this issue when referring to submanifolds.

Proposition 3.5. Let (Mi,Πi), i = 1, 2, 3 be Poisson manifolds. Let ϕ : M1 → M2 and
ψ : M2 →M3 be smooth maps.

1. If ϕ and ψ are Poisson, then ψ ◦ ϕ is Poisson.

2. If ϕ and ψ ◦ ϕ are Poisson, and ϕ is surjective, then ψ is Poisson.

3. If ϕ is Poisson and a diffeomorphism, then ϕ−1 is Poisson.

Proof.

1. Obvious.

2. Take y ∈M2, y = ϕ(x).

#Π3,ψ(y) = (ψ ◦ ϕ)∗,x ◦#Π1,x ◦t (ψ ◦ ϕ)∗,x
= ψ∗,y ◦ ϕ∗,x ◦#Π1,x ◦t ϕ∗,x ◦t ψ∗,y
= ψ∗,y ◦#Π2,x ◦t ψ∗,y.

3. Follows immediately from (2).

Examples 3.6.

1. Let φ : h → g be a Lie algebra morphism. Prove that φ∗ : g∗ → h∗ is a Poisson map. Is
the converse true ?

2. Any Poisson map from M to a connected symplectic manifold S, ϕ : M → S is a
submersion.
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Proof.
ϕ(TxM) ⊆ TxS

It is a submersion if and only if equality holds. Say there is no equality.

ϕ∗,x(ΠM (x))︸ ︷︷ ︸
=ΠS(x)

⊆ ϕ∗,xΛ2TxM.

But then choose ξ ∈ T ∗xS such that ξ ∈ ϕ∗,x(TxM)⊥, ξ 6= 0. Then 〈ξ, ΠS(x)〉 = 0
contradicting nondegeneracy of ΠS .

3. Any Poisson map ϕ : M → N such that M is symplectic is called a symplectic re-
alization of (N,ΠN ). It can be proven that any Poisson manifold admits a surjective
symplectic realization. Note that surjectivity of ϕ implies that functions in C∞(N) are
faithfully represented as vector fields on M by f 7→ Xϕ∗f .

4. Let G be a Lie group, g = Lie(G). Consider T ∗G with the standard symplectic struc-
ture. Let L : T ∗G→ g∗ be defined by (g, p) 7→ (Lg)∗p for L∗g : T ∗gG→ T ∗eG = g∗. Then
L is always symplectic realization.

5. Any Poisson map µ : M → g∗ is called a moment map. When there is such a map,
then M carries an infinitesimal g-action by infinitesimal Poisson automorphisms of
which this is the moment map. This ia consequence of the fact that the composition

g ↪→ C∞(g∗)
µ∗−→ C∞(M) → XHam(M)

is a Lie algebra homomorphism.

Definition 3.7. Let (M,Π) be a Poisson manifold. A Poisson vector field X ∈ X(M)
(or infinitesimal Poisson automorphism) is a vector field such that its flow ϕ induces
for all t ∈ R a local Poisson morphism ϕt : M →M .

Proposition 3.8. Let (M,Π) be a Poisson manifold, and X ∈ X(M). The following are
equivalent:

1. X is a Poisson vector field

2. X is a canonical derivation i.e.

X{f, g} = {Xf, g}+ {f,Xg}

3. LXΠ = 0.

Proof. We have

LX(Π(df, dg)) = (LXΠ)(df, dg) + Π(LXdf, dg) + Π(df, LXdg)
= (LXΠ)(df, dg) + Π(dLXf, dg) + Π(df, dLXg),

because LXd = dLX . Now rewriting this with brackets we get

X{f, g} − {Xf, g} − {f,Xg} = (LXΠ)(df, dg).

so 2) ⇐⇒ 3).
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Let X ∈ X(M), and let ϕt be its flow. Let f, g ∈ C∞(M,R).

d

dt
ϕ∗−t{ϕ∗t f, ϕ∗t g}|t=t0︸ ︷︷ ︸
d
dt
{f◦ϕt,g◦ϕt}◦ϕ−t

= −ϕ∗−t0(X{ϕ
∗
t0f, ϕ

∗
t0g}) +ϕ∗−t0({Xϕ

∗
t0f, ϕ

∗
t0g}) +ϕ∗−t0({ϕ

∗
t0f,Xϕ

∗
t0g})

Now 1) ⇐⇒ left hand side is 0, and 2) ⇐⇒ right hand side is 0.

Remark 3.9.

1. From L[X,Y ] = [LX , LY ] it immediately follows that the bracket of Poisson vector fields
is a Poisson vector field.

2. Let X be a Poisson vector field. Then the rank ρΠ(x) is constant along the flow of X,
but the flow of X need not be contained in a leaf.

3. Hamiltonian vector field is Poisson vector field, but the opposite is false. For example
on (M,Π = 0) every vector field is Poisson (LX0 = 0), but only the 0 vector field is
hamiltonian. For (R2n, std) we have Ham(M) = Poiss(M) = X(M).

Definition 3.10. Let dΠ : Xk(M) → Xk+1(M), Π 7→ [Π, P ]. Then dΠ is called the Lich-
nerowicz coboundary.

Remark 3.11. If Π is Poisson, then d2
Π = 0. In fact [Π, [Π, P ]] = 1

2 [[Π,Π], P ] from the Jacobi
identity of the Schouten bracket.

Definition 3.12. The cohomology of the complex (X•(M), dΠ) is called Poisson (Lich-
nerowicz) cohomology of (M,Π) and is denoted by Hk

Π(M).

We have H0
Π(M) = Cas(M), [Π, f ] = Xf , and H1

Π(M) = Poiss(M)/Ham(M).

3.2 Poisson submanifolds

Recall that for Poisson manifolds (M1,Π1), (M2,Π2) ϕ : M1 → M2 is a Poisson map if and
only if ϕ∧2

∗,x(Π1(x)) = Π2(ϕ(x)) for all x ∈M1.
Recall that a submanifold of M is a pair (N, i) where N is a manifold and i : N ↪→M is

an injective immersion.

Definition 3.13. Let (M,ΠM ) be a Poisson manifold. Then (N, i) is is a Poisson sub-
manifold if N has a Poisson structure ΠN such that i is a Poisson map.

Remark 3.14. If i is an immersion, then i∧2
∗,x is injective at every x and

i∧2
∗,x(ΠN (x)) = ΠM (i(x))

uniquely determines ΠN to be Poisson diffeomorphic to the restriction of ΠM to i(N). The
symplectic leaves of a Poisson manifold are a natural example of Poisson submanifolds.

Proposition 3.15. Every open subset U of (M,ΠM ) is an open Poisson submanifold. A
closed submanifold N of (M,ΠM ) is Poisson if and only if it is a union of symplectic leaves.

Proof. From Π being Poisson we have Π|U is Poisson for all open U ⊆M .
Let (N, i) be a closed submanifold. The question is whether ΠN is a Poisson bivector on

N . This is true if and only if ΠN is tangent to N at any of its points, which locally, around x,
means exactly that the leaf through N is contained in N . Now apply the usual open-closed
argument.
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Example 3.16. When M is a symplectic manifold the only Poisson submanifolds are open
subsets. This is in contrast with what happens for symplectic submanifolds (think again
at the case R2 ↪→ R4). To relax this rigidity the notion of Poisson–Dirac submanifold of a
Poisson manifold was recently introduced (see [22, 80]).

An interesting way to construct a Poisson manifold with prescribed Poisson submanifolds
is that of gluing symplectic structures on given symplectic leaves. The following theorem
([72], page 26, gives a characterization for such construction. Let us remark that in general
using topological constructions in the differential geometrical setting of Poisson manifold is,
at the same time, an interesting and difficult procedure, related to what is called flexibility
of the geometrical structure. A construction of suspension of Poisson structures on spheres
was realized in [7]. For other constructions and some general consideration see [48, 23].

Proposition 3.17. Let M be a differentiable manifold and let F be a generalized foliation
on M such that every leaf F ∈ F is endowed with a symplectic structure ωF . For any
f ∈ C∞(M) define Xf (x) = #ω−1

F
(dxf). If all Xf ’s are differentiable vector fields then there

exists a unique Poisson structure on M having symplectic (F, ωF ) as symplectic leaves.

Example 3.18. Let D = D(0, 1) be the disc and let Π1, Π2 be Poisson structures on D going
to zero at the boundary. Then there exists a unique Poisson structure Π on S2 such that

i+ : D → S2

sending D to the upper hemisphere is a Poisson submanifold (D,Π1),

i− : D → S2

sending D to the lower hemisphere is a Poisson submanifold (D,Π2),

i0 : S1 → S2

sending S1 to the equator is a Poisson submanifold (S1, 0).

Proof. There exists a uniquely determined bivector Π on S2 with such properties. The ques-
tion is whether this bivector is Poisson and smooth. Being [Π,Π] = 0 a local condition it
certainly holds true at any point of the lower and upper hemisphere. Then if Π is smooth,
being [Π,Π] smooth, by continuity [Π,Π] = 0 on all of S2. So smoothness is the only real
issue here. But the smoothness is true if by ”going to zero at the border” we mean that it
can be smoothly extended over the border. Then with a partition of unity argument you can
prove smooth gluing.

3.3 Coinduced Poisson structures

Let ϕ : M1 →M2 be a surjective map. Then if we want it to be Poisson, then Π2 is uniquely
determined by Π1.

Definition 3.19. A surjective mapping from a Poisson manifold can be Poisson for at most
one Poisson structure on M2. If this is the case we will say that the Poisson structure on M2

is coinduced via ϕ from that on M1.

Proposition 3.20. Let (M1,Π1) be a Poisson manifold. If ϕ : (M1,Π1) →M2 is a surjective
differenitable map, then M2 has a coinduced Poisson structure if and only if

{ϕ∗f, ϕ∗g}M1

is constant along the fibers of ϕ for all f, g ∈ C∞(M).

34



Proof. If {ϕ∗f, ϕ∗g}M1 is constant then define

{f, g}M2(ϕ(x)) := {ϕ∗f, ϕ∗g}M1(x).

This is well defined, i.e. it does not depend on x but only on ϕ(x) (and it is defined everywhere,
because ϕ is surjective). That it is Poisson is an easy consequence of {−, −}M1 being Poisson
(remark that here you are using again surjectivity of ϕ).

Conversely, let Π2 exists. Then

{ϕ∗f, ϕ∗g}M1(ϕ
−1(y)) = {f, g}(y)

and the right hand side does not depend on φ, hence the left hand side is constant along
fibers.

Example 3.21. Consider S2 ϕ−→ RP 2 the projection being given by identification of antipodal
points (x,−x) 7→ [x]. There exists a coinduced Poisson bivector on RP 2 if and only if for any
given pair of functions on RP 2

{ϕ∗f, ϕ∗g}D2(x) = {ϕ∗f, ϕ∗g}(−x).

So if we identify C∞(RP 2) ↪→ C∞(S2)Z2 , the previous equality states that maps f̂ , ĝ belonging
to C∞(S2)Z2 have to satisfy

〈Π(x), dxf̂ ∧ dxĝ〉 = {f̂ , ĝ}(x) = {f̂ , ĝ}(−x) = 〈Π(−x), dxf̂ ∧ dxĝ〉.

for all x ∈ S2. Choosing functions giving you a basis of the cotangent space this implies

Π(x) = Π(−x).

In particular if Π on S2 is constructed by gluing this implies Π1(x) = Π2(−x) where now
x ∈ D. This does not say that for any surjective map ϕ : S2 → RP 2 you have the same
condition.

Proposition 3.22. Let (M1,Π1) be a Poisson manifold. Let ϕ : M1 → M2 be a surjective
submersion with connected fibers. If

kerϕ∗,x ⊆ #Π,x(M1)

is locally spanned by hamiltonian vector fields, then M2 has coinduced Poisson structure.

Proof. Take f, g ∈ C∞(M2). We want to prove that {ϕ∗f, ϕ∗g}M1 is constant along the
fibers. Because ϕ is a submersion fibers are submanifolds. Since kerϕ∗,x ⊆ #Π,x(M1) it is
enough to prove that for all λ ∈ C∞(M1) if λ ∈ kerϕ∗ then Xλ({ϕ∗f, ϕ∗g}M1) = 0 (because
kerϕ∗ is the tangent space to the fibers). But this follows from Jacobi identity. In fact

Xλ{ϕ∗f, ϕ∗g}M1 = {ϕ∗f, Xλ(ϕ∗g)}M1 + {Xλ(ϕ∗f), ϕ∗g}M1 .

But ϕ∗f and ϕ∗g are constant along the fibers (by definition) and therefore

Xλ(ϕ∗g) = Xλ(ϕ∗f) = 0,

from which
Xλ({ϕ∗f, ϕ∗g}M1) = 0

hence thesis.
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3.4 Completeness

Let ϕ : M → N be a Poisson map and F a leaf in M . One could ask whether ϕ brings
symplectic leaves of M into symplectic leaves of N . This is easily seen not to be the case.
Let us take ϕ : R2 → R, ϕ(x, y) = x is Poisson with respect to the standard Poisson structure
in R2 and zero structure in R. But ϕ(R2) is a union of leaves. From this example one could
guess that in general φ(F ) is a union of leaves. Even this turns out to be wrong, though for
a subtler reason. Consider U ⊆ R2n open set and i : U → R2n with the standard Poisson
bivector Π on R2n and Π|U on U . The image of the leaf U is not a whole leaf but just an
open set in the leaf. Why is it so?

Consider now ϕ(F ) and take ϕ(x) ∈ S, where S is a leaf through ϕ(x) in N . Take y ∈ S
and a piecewise Hamiltonian curve from y to ϕ(x). We would like to lift this curve from N
to M . Say the first Hamiltonian piece is the flow of Xh. Even if Xh is complete Xϕ∗h is not
necessarily complete.

Definition 3.23. A complete Poisson map is a Poisson map ϕ : M → N such that Xh

complete implies Xϕ∗h complete.

Then we immediately have

Proposition 3.24. Let (M1,Π1) and (M2,Π2) be Poisson manifolds and ϕ : M1 → M2 a
complete Poisson map. Take F to be a leaf of M1. Then ϕ(F ) is a union of symplectic leaves
in M2.

Remark 3.25.

• Let M1 be compact. Then any Poisson map ϕ : M1 →M2 is complete.

• Let ϕ : M1 →M2 be a proper Poisson map. Then it is complete.

Remark that also when we consider algebraic smooth Poisson varieties and alegbraic maps
between them, properness, in the algebraic sense, implies completeness. This is often used
when dealing with algebraic Poisson groups.
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Chapter 4

Poisson cohomology

Let us recall the definition of Poisson cohomology. Let (M,Π) be a Poisson manifold. Con-
sider the cochain complex (Xk(M), dΠ), where

dΠ : Xk(M) → Xk+1(M), P 7→ [Π, P ], (4.1)

where [−,−] is the Schouten bracket. Then d2
Π = 0 as a consequence of the graded Jacobi

identity together with [Π,Π] = 0. Remark that the Poisson tensor itself always defines a
2–cocycle and, thus, a Poisson cohomology class. When [Π] = 0 the Poisson manifold is
said to be exact. We would like now to give a different, more explicit expression for this
coboundary operator.

Proposition 4.1. In the above hypothesis, for all P ∈ Xk(M) and for all αi ∈ Ωk(M),
i = 0, . . . , k

(dΠP )(α0, . . . , αk) =
k∑
i=0

(−1)i+1#Π(αi)P (α0, . . . , α̂i, . . . , αk) + (4.2)

∑
0≤i<j≤k

(−1)i+j−1P ([αi, αj ], α0, . . . , α̂i, . . . , α̂j , . . . , αk).

Proof. Let us first remark that the formula is true for k = 0, 1

k = 0 (dΠf)(α) = #Π(α)f,
k = 1 (dΠX)(df, dg) = X{f, g}+ {g, Xf} − {f, Xg}.

Let now P be a decomposable k-vector and prove (4.2) by induction on k. Due to the graded
Leibniz identity for the Schouten bracket

dΠP = [Π, P1 ∧ · · · ∧ Pk] = [Π, P ] ∧ (P2 ∧ · · · ∧ Pk) + (−1)1P1 ∧ [Π, P2 ∧ · · · ∧ Pk].

Therefore

(dΠP )(α0, . . . , αk) = [Π, P ] ∧ (P2 ∧ · · · ∧ Pk)(α0, . . . , αk)− P1 ∧ [Π, P2 ∧ · · · ∧ Pk](α0, . . . , αk)

=
∑

0≤i<j≤k
[Π, P1](αi, αj)P2 ∧ · · · ∧ Pk(α0, . . . , α̂i, . . . , α̂j , . . . , αk)

−
k∑
i=0

P1(αi)dΠ(P2 ∧ · · · ∧ Pk)(α0, . . . , α̂i, . . . , αk).
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We have thus proven our claim on all decomposable k–vector fields. Due to locality of
the Schouten–Nijenhuis bracket (together with the fact that locally any k-vector field is
decomposable) tha claim holds true for all k–vector fields.

Remark 4.2. From this expicit expression it would be tempting to say that the Poisson
cohomology is some sort of Lie algebra cohomology, and precisely the Lie algebra cohomology
of (C∞(M), {−, −}). This is not precise, because we do not have an identification between
cochains (which are linear maps ΛkC∞(M) → C∞(M)) with multivectors. Multivectors are
exactly those cochains which are differentiable in each argument. From this remark one can
construct a homomorphism

j∗ : Hk
Π(M) → Hk

Lie(C
∞(M), {−, −}).

Computations of the cohomology on the right hand side are even harder than those for Poisson
cohomology. This is one of the reasons why such cohomology is seldom considered.

Remark 4.3. Let f be a Casimir function for (M,Π). Let P ∈ Xk(M). Then dΠ(fP ) =
[Π, f ] ∧ P + f [Π, P ] = f [Π, P ] = fdΠP . Hence we can define a product f · [P ] = [fP ]. So
there is a structure of H0

Π(M) = Cas(M)-module on each Hk
Π(M).

Proposition 4.4. The external product of multivector fields induces an associative and super
commutative product in Poisson cohomology.

∧ : Hk
Π(M)×Hl

Π(M) → Hk+l
Π (M).

this product will be called the Poisson product.

Proof.
[Π, P ∧Q] = [Π, P ] ∧Q+ (−1)p−1P ∧ [Π, Q]

Therefore if [Π, P ] = [Π, Q] = 0 also [Π, P ∧ Q] = 0, hence the product of two cocycles is a
cocycle

[−,−] : ZkΠ × ZqΠ → Zp+q−1
Π .

This product descends to cohomology. Define [P ] ∧ [Q] := [P ∧ Q]. This is well defided,
because

[P + [Π, R]] ∧ [Q] = [(P + [Π, R]) ∧Q]
= [P ∧Q] + [[Π, R] ∧Q]

= [P ∧Q] + (−1)p−2[P,R ∧ [Π, Q]︸ ︷︷ ︸
=0

] + [P, [Π, R ∧Q]].

The algebraic properties are a trivial consequence of analogous properties of ∧.

Remark 4.5. In a similar way it is easy to verify that also the Schouten bracket descends to
cohomology via

[[P ], [Q]] := [[P,Q]].

Here the key property is connected to the Jacobi identity for [[Π,Π], Q].

Remark 4.6. Hk
Π is not functorial. In fact given a Poisson map ϕ : M1 →M2 you do not have

a corresponding map on chains ϕ∗ : Xk(M1) → Xk(M2), where as we remarked already, only
the weaker notion of ϕ∗-relatedness survive.
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Theorem 4.7. Let (M,Π) be a Poisson manifold. The sharp map intertwines the Poisson
and de Rham cochain complexes, i.e.

#Π : Ωk(M) → Xk(M), #Π ◦ d = dΠ ◦#Π,

and therefore induces a homomorphism

#Π : Hk
dR(M) → Hk

Π(M).

This morphism is an algebra morphism with respect to cup products. Furthermore, if M is
symplectic then #Π is an isomorphism.

Proof. Here #Π is extended to k-forms as

(#Πω)(α1, . . . , αk) = ω(#Π(α1), . . . ,#Π(αk)).

Let ω ∈ Ωk(M) and α0, . . . , αk ∈ Ω1(M). Then

(dΠ(#Π(ω)))(α0, . . . , αk) =
k∑
i=0

(−1)i+1#Π(αi)(#Π(ω))(α0, . . . , α̂i, . . . , αk)

+
∑
i<j

(−1)i+j−1#Π(ω)([αi, αj ], α0, . . . , α̂i, . . . , α̂j , . . . , αk)

=
k∑
i=0

(−1)i+1#Π(αi)ω(#Π(α0), . . . , #̂Π(αi), . . . ,#Π(αk))

+
∑
i<j

(−1)i+j−1ω([#Π(αi),#Π(αj)],#Π(α0), . . . , #̂Π(αi),

. . . , #̂Π(αj), . . . ,#Π(αk))
= dω(#Π(α0), . . . ,#Π(αk))
= #Π(dω).

The fact that the sharp map respects cup product is obvious from definitions already at the
chain level

#Π(ω1 ∧ ω2) = #Π(ω1) ∧#Π(ω2).

Lastly if M is symplectic, #Π is invertible at the chain level and therefore it remains such on
cohomology.

Proposition 4.8. Let g be a Lie algebra, and g∗ the dual vector space with the Lie-Poisson
bracket. Then

Hk
Π(g∗) ∼= Hk

L(g)⊗ Cas(g∗),

where on the left Hk
L is the Lie algebra cohomology of g.

Remark 4.9. To complete the list of basic examples consider that if (M, 0) is considered as
a Poisson manifold then Hk

Π(M) = Xk(M). Therefore the Poisson cohomology has a huge
variety of behaviours and is in general likely to be infinite dimensional over R. We will see
in examples that even the weaker property of being finitely generated as H0

π(M)–modules is
not always satisfied by Poisson cohomology groups.
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Theorem 4.10 (Mayer-Vietoris sequence for Poisson cohomology). Let (M,Π) be a Pois-
son manifold. Let U and V be open subsets of M , considered as Poisson manifolds under
restriction of the bivector (U,Π|U ), (V,Π|V ). Then there is a long exact sequence

. . .→ Hk−1
Π (U ∩ V ) ∂−→ Hk

Π(U ∪ V ) → Hk
Π(U)⊕Hk

Π(V ) → Hk
Π(U ∩ V ) ∂−→ Hk+1

Π (U ∪ V ) → . . .

Proof. Here one basically recalls how the proof of Mayer-Vietoris theorem goes on forms.
Given two open sets U and V , let P ∈ Xk(U), Q ∈ Xk(V ), R ∈ Xk(U ∪ V ). Then

R 7→ R|U , R 7→ R|V are maps to Xk(U) and Xk(V ) respectively. Being the Shouten bracket a
local operator one has [Π|U , R|U ] = [Π, R]|U and [Π|V , R|V ] = [Π, R]|V . Therefore restriction
induces a map on chains, trivially injective. Now start from P and Q. We want a vector
field on U ∩ V . We can of course consider P − Q|U∩V . If [Π|U , P ] = 0 = [Π|V , Q] then
[Π, P − Q|U∩V ] = 0. So again we have a cochain map. This map is surjective. Indeed,
given a vector field S on U ∩ V we may extend, by the usual trick of smoothing function,
to P on U and Q on V such that. P − Q = S on U ∩ V . Therefore we have a short exact
sequence of cochain complexes. This induces as usual a long exact sequence in cohomology.
Given S ∈ Xk(U ∩ V ), [Π, S] = 0 consider (P,Q) as before such that P − Q = S. Being
[Π, (P,Q)] = ([Π|U , P ], [Π|V , Q]) we have [Π|U , P ]− [Π|V , Q] = [Π|U∩V , P −Q] = 0. Therefore
there exists T ∈ X(U ∪ V ) such that P = T |U , Q = T |V . Define ∂[S] := [T ]. The usual
arguments, based on the snake lemma, prove the theorem.

4.1 Modular class

Let (M,Π) be a Poisson manifold. Let us assume, for simplicity that M is orientable. Let
Ω be a volume form on Ω. Consider for any f ∈ C∞(M), LXf

Ω ∈ ΩnM . There exists a
function φΩ(f) such that LXf

Ω = φΩ(f)Ω.

Fact 4.11. φΩ is a vector field.

Proof. We have to prove φΩ(fg) = φΩ(f)g+fφΩ(g). But Xfg = gXf +fXg (from {fg, h} =
g{f, h}+ f{g, h}). Therefore

LXfg
Ω = LgXf+fXgΩ = gLXf

Ω +Xf (g)Ω + fLXgΩ +Xg(f)Ω = gφΩ(f)Ω + fφΩ(g)Ω

hence thesis.

Definition 4.12. φΩ is called the modular vector field of (M,Π) with respect to Ω.

Fact 4.13. The modular vector field is an infinitesimal Poisson field.

Proof. We have seen that this is equivalent to φΩ ∈ Der(C∞(M), {−, −}). Now

LX{f, g} = L[Xf ,Xg ]Ω

= [LXf
, LXg ]Ω

= LXf
(φΩ(g)Ω)− LXg(φΩ(f)Ω)

= φΩ(g)LXf
Ω + {f, φΩ(g)}Ω− φΩ(f)LXgΩ− {g, φΩ(f)}Ω

= φΩ(g)φΩ(f)Ω + {f, φΩ(g)}Ω + φΩ(f)φΩ(g)Ω + {φΩ(f), g}Ω,

so
φΩ({f, g}) = {φΩ(f), g}+ {f, φΩ(g)}.
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Fact 4.14. LφΩ
Ω = 0.

Proof.

LφΩ
Ω = diφΩ

Ω + iφΩ
dΩ = diφΩ

Ω = d(diΠΩ),

because diΠΩ = iφΩ
Ω.

Take another volume form Ω′ = aΩ. Then

LXf
Ω′ = φΩ′(f)Ω′ = φΩ′(f)aΩ

LXf
(aΩ) = aLXf

Ω +Xf (a)Ω = aφΩ(f) +Xf (a)

Furtermore

aφΩ′(f) = aφΩ(f) +Xf (a),

φΩ′(f) = φΩ(f) +
1
a
Xf (a),

and
1
a
Xf (a) =

1
a
{f, a} = {f, log |a|} = −{log |a|, f}

Hence the modular vector fields with respect to different volume forms differ for a hamiltonian
vector field.

φΩ′ = φΩ +X− log |a|.

Definition 4.15. The vector field φΩ defines a class [φΩ] ∈ H1
Π(M). This class is independent

of Ω, and is called the (Poisson) modular class.

Definition 4.16. Let (M,Π) be a Poisson manifold such that [φΩ] = 0. Then (M,Π) is
called unimodular.

Exercise 4.17. On (R2, f(x, y)dx ∧ dy) compute the modular class.

Examples 4.18.

1. Let (M,ω) be a compact symplectic manifold, Π = ω−1. Then the modular class is 0.
In fact the volume form ωn

n! is invariant under all Hamiltonian vector fields.

2. Let (M,Π) = (g∗,Πlin). Then M is unimodular if and only if g is unimodular as Lie
algebra, i.e. tr(adX) = 0 for all X ∈ g.

3. Let (M,Π) be a regular Poisson structure. It can be proved that there exists an injective
map

H1(M) ↪→ H1
Π(M)

sending Reeb class [Reeb] to [φΩ]. The Reeb class is an obstruction to the existence of
a volume form of the usual bundle invariant for vector fields tangent to leaves [1].
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Let (M,Π) be compact unimodular Poisson manifold. Then there exists Ω such that
LφΩ

Ω = 0. Then ∫
M
{f, g}Ω =

∫
M

(Lxf
g)Ω

=
∫
M
LXf

(gΩ)−
∫
M
gLXf

Ω

=
∫
M
d(iXf

gΩ)︸ ︷︷ ︸
=0 by Stokes theorem

+ iXf
d(gΩ)︸ ︷︷ ︸
=0

−
∫
M
gLXf

Ω

= −
∫
M
gφΩ(f)Ω.

This is called also infinitesimal KMS condition. Being (M,Π) unimodular, we can choose
a volume form Ω such that φΩ ≡ 0, so

∫
M{f, g}Ω = 0, i.e.∫

M
Ω: C∞(M) → R

is a Poisson trace.

4.2 Computation for Poisson cohomology

Let us consider the quadratic Poisson structure on R2

Π0(x, y) = (x2 + y2)∂x ∧ ∂y.

We want to prove the following

Proposition 4.19 (Ginzburg). The Poisson cohomology of (R2,Π0) is given by

H0
Π0

(R2) = R,
H1

Π0
(R2) = R〈x∂x + y∂y, y∂x − x∂y〉,

H2
Π0

(R2) = R〈∂x ∧ ∂y,Π0〉.

Proof. To make computations easier let us identify R2 ' C, z = x + iy, z̄ = z − iy, ∂z =
∂z − i∂y, ∂z̄ = ∂x + i∂y, Π0 = −2izz̄∂z ∧ ∂z̄. We will omit the factor (−2i) from now on.

Let us start by considering vector fields having coefficients which are formal power series
in z and z̄ (real coefficients): Xk

f (R2). Let us denote with Vn the space of homogeneous
polynomials in z and z̄ of degree n, Vn = 〈zn, zn−1z̄, . . . , z̄n〉, dimVn = n+ 1.

X0
f (R2) = formal power series in z and z̄ =

∞∏
i=1

Vi,

X1
f (R2) =

∞∏
i=1

Vi∂z ⊕
∞∏
i=1

Vi∂z̄ =
∞∏
i=1

(Vi∂z ⊕ Vi∂z̄),

X2
f (R2) =

∞∏
i=1

Vi∂z ∧ ∂z̄.
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Now we compute [Π, f ] on f ∈ C∞(R2):

[Π, f ] = zz̄((∂z(f))∂z̄ − (∂z̄(f))∂z), (4.3)

and [Π, X] with X ∈ X1(R2), X = f(z, z̄)∂z + g(z, z̄)∂z̄:

[Π, X] = zz̄(∂z(f) + ∂z̄(g))− z̄f − zg. (4.4)

From this formulae it is evident that

dΠ : Vi−1 → Vi∂z ⊕ Vi∂z̄

dΠ : Vi∂z ⊕ Vi∂z̄ → Vi+1∂z ∧ ∂z̄.

Therefore the complex on formal vector fields splits into a direc sum complexes

0 → Vi−1 → V ⊕2
i → Vi+1 → 0

If we denote with ϕi := dπ|Vi : Vi → V ⊕2
i+1, and ψi := dΠ|V ⊕2

i
: V ⊕2

i → Vi+1, this means that

H0
Π =

⊕
i∈N

kerϕi

H1
Π =

⊕
i∈N

kerψi/ imϕi

H2
Π =

⊕
i∈N

imψi

Let us first consider the case i ≥ 2.

0 → Vi−1 → V ⊕2
i → Vi+1 → 0

The cohomology contributions of these complexes are

kerϕi−1 ↪→ H0
Π, kerψi/ imϕi−1 ↪→ H1

Π, Vi+1/ imψi ↪→ H2
Π .

Observe that dimVi−1 = i, dimV ⊕2
i = 2(i+ 1), dimVi+1 = i+ 2. Now

1. ϕi−1 is injective. In fact from 4.3

ϕm+l(zmz̄l) = mzmz̄l+1∂z̄ − lzm+1z̄l∂z.

Therefore kerϕi−1 = {0}, dim imϕi−1 = i.

2. ψi is surjective. In fact from 4.4

ψm+l(zmz̄l∂z) = (m− 1)zmz̄l+1∂z ∧ ∂z̄,

ψm+l(zmz̄l∂z̄) = (l − 1)zm+1z̄l∂z ∧ ∂z̄.

Therefore Vi+1/ imψi = 0 ↪→ H2
Π.

3. lastly dim kerψi = dimV ⊕2
i − dim imψi = 2(i + 2) − (i + 2) = i + 2 which implies

kerψi/ imϕi−1 = 0 ↪→ H1
Π.
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Thus no contributions to cohomology comes from i ≥ 2. Let us look what happens when
i = 0, 1.

V0

ϕ0 ##H
HH

HH
HH

HH
V0 ⊕ V0

ψ0 ##H
HH

HH
HH

HH
V0

V1 ⊕ V1

ψ1 ##H
HH

HH
HH

HH
V1

V2

Again an easy and explicit computation shows that

ψ0 :

{
∂z 7→ z̄∂z ∧ ∂z̄
∂z̄ 7→ z∂z ∧ ∂z̄,

ϕ0 = 0,

ψ1 :


z∂z 7→ 0
z̄∂z 7→ −z̄2∂z ∧ ∂z̄
z∂z̄ 7→ −z2∂z ∧ ∂z̄
z̄∂z̄ 7→ 0.

Now
kerϕ0 = V0 ' R ↪→ H0

Π

kerψ0 ⊕ kerψ1/ imϕ0 = kerψ1 ↪→ H1
Π, kerψ1 = 〈z∂z, z̄∂z̄〉

V0 ⊕ V1/ imψ0 ⊕ V2/ imψ1 = V0 ⊕ 〈zz̄∂z ∧ ∂z̄〉 ↪→ H2
Π .

Moving to real coordinates

V0 = 〈∂x ∧ ∂y〉
〈zz̄∂z ∧ ∂z̄〉 = 〈Π〉

z∂z = x∂x + y∂y

z̄∂z̄ = y∂x − x∂y.

Now we need to prove that only this formal vector fields contribute to the Poisson smooth
cohomology. Define flat functions to be those f ∈ C∞(R2) such that all their derivatives at
the origin are 0 and f(0) = 0. Similarly flat multivector fields are those with flat coefficients.
Then we have a short exact sequence of complexes

0 → X•
flat(R2) → X•(M) → X•

formal(M) → 0

Exactness is a consequence of Borel’s theorem.
If we prove that H∗

flat,Π0
(R2) = 0 we are done.

Now consider #Π : Ω∗
flat → X∗

flat (here as usual by #Π we denote the extension to all
Ω∗M ; as we have seen #Π(f) = Xf ). We claim that #Π is an isomorphism. Let us prove it
on 1-forms

#Π(fdx+ gdy) = (x2 + y2)(f∂y − g∂x).

Now tha point is that if f is flat, then (x2 + y2)f is also flat, but also the other way around,
i.e.

(x2 + y2)f = f̄
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has always a flat solution in f , i.e.
f̄

x2 + y2

is a well defined flat function.
The key points are that Π has polynomial coefficients and has isolated singular points

(this can be weakened).

Example 4.20. Let SU(2) have Poisson structure we already mentioned. The adjoint action
of SU(2) on su(2) ' R3 is then action by rotations. The isotropy subgroup of (1, 0, 0) is{(

α 0
0 ᾱ

)
: |α| = 1

}
. The orbit of (1, 0, 0) is S2. The map

φ : SU(2) → SU(2)/U(1) ' S2

is given by the formula

φ

(
α β
−β̄ ᾱ

)
= (|α|2 − |β|2︸ ︷︷ ︸

x1

,−i(αβ − ᾱβ̄)︸ ︷︷ ︸
x2

,−(αβ + ᾱβ̄)︸ ︷︷ ︸
x3

)

Check that indeed x2
1 + x2

2 + x2
3 = 1.

We claim that φ coinduces a Poisson structure on S2. Using the explicit expression for p
one can explicitly compute

{x1, x2} = (1− x1)x3

{x2, x3} = (1− x1)x1

{x3, x1} = (1− x1)x2

Π0 = (1− x1)[x3∂x1 ∧ ∂x2 + x1∂x2 ∧ ∂x3 + x2∂x3 ∧ ∂x1 ]
= (1− x1)Π,

Symplectic foliation consists of two 0-leaves - the north and south pole, and complement
which is a 2-leaf.

Example 4.21. Take the stereographic projection from the south pole, i.e.

R2 → S2 \ {N}

(x, y) 7→
(

x2

1 + x1
,

x3

1 + x1

)
Then Π0 on R2 becomes (x2 + y2)∂x ∧ ∂y.

Of course if you take the stereographic projection from the north pole you get

R2 → S2 \ {S}

with the symplectic structure (it can be proved that it is the standard one).
We wanto to use the Mayer-Vietoris exact sequence to compute the Poisson cohomology

of (S2,Π0)
U = S2 \ {N} V = S2 \ {N} U ∩ V = S2 \ {N,S}

(x2 + y2)∂x ∧ ∂y symplectic symplectic

H0
Π(U) = R H0

Π(V ) = R H0
Π(U ∩ V ) = R

H1
Π(U) = R2 H1

Π(V ) = 0 H1
Π(U ∩ V ) = R

H2
Π(U) = R2 H2

Π(V ) = 0 H2
Π(U ∩ V ) = 0
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The sequence is
0 → R → R⊕ R → R →

→ H1
Π(S2) → R2 ⊕ 0 → R →

→ H2
Π(S2) → R2 ⊕ 0 → 0

The first row is exact (a Casimir function is constant on each of U and V ).

0 → H1
Π(S2) → R2 λ−→ R︸ ︷︷ ︸

x∂x+y∂y 7→y∂x−x∂y

µ−→ H2
Π(S2) → R2 → 0

Because λ is surjecitve dim kerλ = 0 and dim imµ ≤ 1, so µ = 0 and H2
Π(S2) ' R2. If you

know that H1
Π(S2) is nontrivial then H1

Π(S2) ' R.
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Chapter 5

Poisson homology

Recall that
∂Π = iΠd− diΠ : ΩkM → Ωk−1M.

We showed that ∂2
Π = 0 and defined Poisson homology as the homology of the complex

(Ω•, ∂Π).

Proposition 5.1. The Poisson homology is explicitely computed (in local coordinates) by

∂Π(f0df1 . . . dfk) =
∑

1≤i≤k
(−1)i+1{f0, fi}df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ dfk

+
∑

1≤i<j≤k
(−1)i+jf0d{fi, fj}df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk

Proof.

∂Π(f0df1 . . . dfk) = iΠ(df0 ∧ df1 . . . dfk)

− d[
∑

1≤i<j≤k
(−1)i+jf0d{fi, fj}df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk]

=
∑

1≤i<j≤k
(−1)i+j+1{fi, fj}df0 ∧ df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk

+
∑

1≤i<j≤k
(−1)i+j{fi, fj}df0 ∧ df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk

+
∑

1≤i<j≤k
(−1)i+jf0d{fi, fj}df1 ∧ · · · ∧ d̂fi ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk.

Remark 5.2. One could use this formulas a definition for ∂Π. This is correct, but requires
also checking that the formula does not depend on local choices and this is quite difficult.

Note that ∂π(f0df1) = {f0, f1} and therefore The 0–th Poisson homology is just given
by: C∞(M)/{C∞(M), C∞(M)}. Thus it can be considered as the dual space to Poisson
traces. This apparently easy definition does not mean that, even in very explicit examples,
such invariant can be easily computed.

Theorem 5.3 (Brylinski). If M is symplectic manifold then

HΠ
k (M) ' Hm−k

DR (M ; R) ' Hm−k
Π (M).
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Proof. (sketch) Given ω symplectic form, take the volume form ωm

m! = Ω0. You can use it to
define a ”Hodge-like” *-operator

∗ : Ωk(M) → Ω2m−k(M),

implicitly as
(β ∧ ∗α) = Π∧k(α, β)︸ ︷︷ ︸

∈C∞(M)

Ω.

This operator verifies the following:

1. ∗∗ = id,

2. β ∧ (∗α) = (−1)kα ∧ (∗β),

3. on Ωk(M), ∂Π = (−1)k+1 ∗ d∗.

Therefore it intertwines d with * and therefore induces an isomorphism in homology.

Remark 5.4. This map is similar to Poincare duality. In fact one could recover the same
result through the existing duality between Poisson homology and cohomology.

Poisson homology is functorial. Given a Poisson map ϕ : M1 → M2 there is a map
ϕ∗ : HΠ

k (M2,Π2) → HΠ
k (M1,Π1). In particular for any leaf S of M

HΠ
k (S)

'
��

ϕ∗ // HΠ
k (M)

Hn−k
Π (S)

'
��

Hn−k
DR (S)

ϕ∗

BB
������������������

Again deciding whether this map is injective or surjective is a difficult problem.
In the canonical double (mixed) complex you have d∂Π + ∂Πd = 0

�� �� ��
Ω2(M)

∂Π
��

Ω1(M)doo

∂Π
��

Ω0(M)doo

Ω1(M)

∂Π
��

Ω0(M)doo

Ω0(M)

Starting from this you can define cyclic (negative, periodic) Poisson homology and a long
exact sequence of Connes-type.
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Example 5.5. Consider on R3 the Poisson bracket

{x2, x3} = 2px2x3 − qx2
1 = g1,

{x1, x3} = 2px1x3 − qx2
2 = g2,

{x1, x2} = 2px1x2 − qx2
3 = g3.

Check that
φ =

q

3
(x3

1 + x3
2 + x3

3)− 2px1x2x3

is a Casimir element. Can you prove that there are no other functionally independent
Casimirs?

Let
∇ = (∂x1 , ∂x2 , ∂x3).

Verify that
∇φ = (g1, g2, g3),

and that
∇× (g1, g2, g3) = 0.

(here we are denoting ∇× to be the curl as in usal vector calculus). Then, again by direct
computation you can verify that

∂Π(x1dx1 + x2dx2 + x3dx3) = ∇(x1, x2, x3) · ∇φ,

∂Π(x1dx2 ∧ dx3 + x2dx3 ∧ dx1 + x3dx1 ∧ dx2) = ∇(x1, x2, x3)dφ− d[(x1, x2, x3) · ∇φ],

∂Π(fdx1 ∧ dx2 ∧ dx3) = −df ∧ dφ.

These formulas are basically all one needs to thoroughly compute in an explicit manner the
Poisson homology groups, as explained in [77].

The result of computation of Poisson homology is that HΠ
∗ (R3) is a free R[φ]-module of

rank 8, 8, 1, 1. HΠ
2 (R3) is generated by x1dx2dx3, x2dx3dx1, x3dx1dx2. HΠ

3 (R3) is generated
by dx1dx2dx3.

5.1 Poisson homology and modular class

Say Ω is a volume form on M .

∂ΠΩ = iΠdΩ− diΠΩ = −iφΩ
Ω.

If M is unimodular Poisson then there exists Ω ∈ Ωn(M) such that φΩ = 0, so ∂ΠΩ = 0 and
thus [Ω] 6= 0 ∈ HΠ

n (M).
For this reason in quantization you can regard Connes axiom of having ”quantum” homo-

logical dimension equal classical dimension as a condition of unimodularity of the underlying
Poisson manifold.

Let us now consider the Poisson structure of example (5.5). We want to compute its
modular form starting from the standard volume form Ω = dx1 ∧ dx2 ∧ dx3. This means we
want, for any f ∈ C∞(M)

LXf
Ω = φ(f)Ω
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Then, explicitely

LXx1
Ω = dig3∂2−g2∂3Ω

= d (g3i∂2Ω− g2i∂3Ω)
= d (−g3dx1 ∧ dx3 − g2dx1 ∧ dx2)
= (∂2g3 − ∂3g2) Ω

And similar computations show that

φΩ(xi) = det
(
∂j ∂k
gj gk

)
with (i, j, k) = (1, 2, 3) or cyclic permutations. Therefore φΩ = ∇× g (up to now we’ve never
used the explicit form of g). Lastly, as remarked, g is defined in such a way that ∇×g = 0 and
therefore such Poisson structure is unimodular. It is worth remarking that van den Bergh in
its paper was commenting that this condition is exactly what makes computations of Poisson
homology accesible through explicit formulas (unimodularity was at that time not recognized
as an easily accesible, though very relevant, invariant of Poisson manifolds).
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Chapter 6

Coisotropic submanifolds

Let (M,Π) be a Poisson manifold, C a submanifold of M and N∗C its conormal bundle
defined as:

N∗C = {α ∈ T ∗M : 〈α, v〉 = 0 ∀ v ∈ TC}.

Definition 6.1. C is called coisotropic sumbanifold of M if

#Π(N∗C) ⊆ TC

Remark 6.2. On symplectic manifolds, for a submanifold N of M you consider TN and

TN⊥ω = {w ∈ TM : ω(v, w) = 0 ∀ v ∈ TN}.

Then you have

TN ⊆ TN⊥ω isotropic,

TN = TN⊥ω Lagrangian,

TN ⊇ TN⊥ω coisotropic.

Exercise 6.3. Prove that if (M,Π) is the Poisson manifold associated to a symplectic man-
ifold then a submanifold verifies

#Π(N∗C) ⊆ TC iff (TC)⊥ω ⊆ TC.

Proposition 6.4. The following are equivalent

1. C is coisotropic in (M,Π).

2. For all f, g ∈ C∞(M) such that f |C , g|C = 0, {f, g}|C = 0.

3. For all f ∈ C∞(M) such that f |C = 0, Xf |C is tangent to C.

Proof. The point here is that if I = {f ∈ C∞(M)|f |C = 0} then

{dxf : f ∈ I} = N∗
xC,

〈dxf, vx〉 = v(f)(x).

The fact that we get all conormal vectors as differentials of functions in I follows from local
equalities for C of the form x1 = . . . = xp = 0 in a coordinate neighbourhood (U ;x1, . . . , xn)
(p ≤ n) adapted to C.
Then we have easily (3) =⇒ (1) =⇒ (2) =⇒ (3).
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Remark 6.5.

• If C is Poisson submanifold then I is a Poisson ideal.

• If C is coisotropic then I is a Poisson subalgebra.

Exercise 6.6. Let h be a Lie subalgebra in g. Prove that h⊥ is a coisotropic submanifold in
g∗.

Theorem 6.7. ϕ : (M1,Π1) → (M2,Π2) is a Poisson map if and only if

Γϕ := {(x, ϕ(x)) : x ∈M1}

is a coisotropic submanifold of M1 ×M2.

The notation:
M1 ×M2 = (M1 ×M2,Π1 ⊕ (−Π2))

with product Poisson structure.

Proof. We have
T(x,ϕ(x))Γϕ = {(v, ϕ∗,xv) : v ∈ TxM1}

N∗Γϕ = {(−ϕ∗λ, λ) : λ ∈ T ∗ϕ(x)M2}

Then
#Π(N∗Γϕ) ⊆ TΓϕ

is equivalent to
ϕ∗(#Π1(−ϕ∗λ)) = −#Π2λ, ∀ λ ∈ T ∗ϕ(x)M2,

which is one of the conditions equivalent to being Poisson.

Definition 6.8. Let C be a coisotropic submanifold of (M,Π) and let I := {f ∈ C∞(M) :
f |C = 0}. Define

N(I) := {g ∈ C∞(M) : {g, I} ⊆ I}.

Proposition 6.9. N(I) is a Poisson subalgebra of C∞(M), I is a Poisson ideal of N(I) and
therefore N(I)/I is a Poisson algebra.

Proof. From the Jacobi identity we get the first part:

{{g1, g2}, f} = −{{g2, f}, g1}+ {{g1, f}, g2}

Furthermore

N(I)/I = C∞(C) = {f ∈ C∞(C) : Xf = 0 ∀ X ∈ Γ(#ΠN
∗C)} ⊆ Poisson manifold

Proposition 6.10. A submanifold C is coisotropic if and only if f |C = 0 and g|C = 0 implies
{f, g}|C = 0.

Remark 6.11. Is it true that C is a coisotropic submanifold of M if and only if C ∩ F is a
coisotropic submanifold of any leaf F of M? To show this is not true take for example R3,
Π = ∂x ∧ ∂y. Symplectic foliation is given by planes parallel to {z = 0}, Fh = {z = h}. The
standard embedding S2 ↪→ R3, x2 + y2 + z2 = 1 gives a coisotropic submanifold. This can
be checked directly proving that functions which are zero on S2 form a Poisson subalgebra
or through the following:.
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Exercise 6.12. Show that every codimension 1 locally closed submanifold is coisotropic.

Now let us look at intersections:

S2 ∩ Fh =


∅ h /∈ [−1, 1]
∗ h ∈ {−1, 1} − is never coisotropic in the leaf to which it belongs
S1 h ∈ (−1, 1)

Therefore a submanifold maybe coisotropic without its intersections being coisotropic in the
leaves. From this example it is also quite evident the reason for it: the submanifold and the
leaves may intersect not transversally. In fact adding suitable transversality conditions it is
possible to relate coisotropy to coisotropy in the leaves (see for example [72]).

6.1 Poisson Morita equivalence

Take (M,Π) to be Poisson, (S, ω) symplectic,

#Π : T ∗M → TM

#ω−1 : T ∗S → TS

[ω : TS → T ∗S

Say we have ρ : S →M surjective submersion,

ρ∗,p : TpS → Tρ(p)M.

For p ∈ S, x = ρ(p), ρ−1(x) is a closed submanifold. We have

ker(ρ∗,p) = {v ∈ TpS : ρ∗,p(v) = 0} = Tpρ
−1(x),

N∗
pρ

−1(x) = {α ∈ T ∗pS : 〈α, v〉 = 0 ∀ v ∈ Tpρ−1(x)}
= {α ∈ T ∗pS : α = dpf, f ∈ ρ∗(C∞(M))},

(ker(ρ∗,p))⊥ω = {w ∈ TpS : ω(v, w) = 0 ∀ v ∈ Tpρ−1(x)}
= {w ∈ TpS : 〈[ω(w), v〉 = 0 ∀ v ∈ Tpρ−1(x)}
= {w ∈ TpS : [ω(w) ∈ N∗

pρ
−1(x)}

= #ω−1(N∗
pρ

−1(x))

= {Xω
ρ∗(f) : f ∈ ρ∗(C∞(M))}.

Definition 6.13. Two Poisson manifolds (M1,Π1) and (M2,Π2) form a dual pair if there
exists a symplectic manifold (S, ω) and two Poisson submersions (i.e. symplectic realizations)

S
ρ1

~~}}
}}
}}
}} ρ2

  A
AA

AA
AA

A

M1 M2

such that the fibers are symplectic orthogonal, i.e. for any p ∈ S, ρ1(p) = x, ρ2(p) = y

Tpρ
−1
1 (x) = (Tpρ−1

2 (y))⊥ω.

The pair is called full if ρ1, ρ2 are surjective.
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Remark 6.14. We have seen that in some sense a symplectic realization of M1 is a notion like
”one sided module over M1”. The dual pair is thus a notion of bimodule.

Our task now is to unravel this definition.

Proposition 6.15. Let (S, ω) with ρi : (S, ω) → (M,Πi), i = 1, 2 be a full dual pair. Then

{ρ∗1(f), ρ∗2(g)}S = 0 ∀ f ∈ C∞(M1), g ∈ C∞(M2). (6.1)

Condition 6.1 is equivalent to symplectic orthogonality of tangent spaces if fibers are con-
nected.

Proof.
ker((ρ1)∗,p) = Tpρ

−1
1 (x) = (Tpρ−1

2 (y))⊥ω = (ker((ρ2))∗,p)⊥ω

= {Xω
ρ∗2(g)(p) : g ∈ ρ∗2(C∞(M2))}.

Take f ∈ C∞(M1)
{ρ∗1(f), ρ∗2(g)}(p) = −Xω

ρ∗2(g)(ρ
∗
1(f))(p) = 0

because −Xω
ρ∗2(g) ∈ Tρ

−1(x) and ρ∗1(f) is constant along ρ−1(x).
The argument can be reversed provided fibers are connected.

Example 6.16. Let S be a symplectic manifold, J : S → g∗ constant rank Poisson map.
(Moment map, Hamiltonian action of G on S). Assume that J is a surjective submersion
and that G-action on S is regular, S/G is a manifold. Then there exists a coinduced Poisson
structure on S/G and

S
J

����
��
��
�

p

!!C
CC

CC
CC

C

g∗ S/G

form a full dual pair.
If regularity is missing one can ask if p∗(C∞(S/G)) is the Poisson commutant of J∗(C∞(g∗))

(admissible functions),
{C∞(S)G, J∗(C∞(g∗))} = 0.

One can also ask such questions only after restriction to an open subset U of g∗.

Proposition 6.17. Let (Mi,Πi), i = 1, 2, be Poisson manifolds. Let (S, ω) be a symplectic
manifold. Let ρi : S → Mi, i = 1, 2, form a full dual pair with connected fibers. Then there
is a 1-1 correspondence between symplectic leaves of M1 and M2, inducing homeomorphism
on leaf spaces.

Proof. The basic idea is the following. Take a leaf F1 in M1. Consider ρ2(ρ−1
1 (F1)), which is a

leaf in M2. The correspondence Φ: F1 7→ ρ2(ρ−1
1 (F1)) is bijective and Φ is a homeomorphism.

The details are as follows. Fix x ∈M1 and let F1 be a leaf through x

TxF1 = im #Π1,x.

Consider ρ−1
1 (F1) and take p ∈ ρ−1

1 (x). Prove that

(ρ2)∗(Tpρ−1(F1)) = im #Π2,ρ2(p).
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Indeed

Tρ1(p)F1 = {XΠ1
f (ρ1(p)) : f ∈ C∞(M1)}

= {(ρ1)∗,pXω
f (p) : f ∈ ρ∗1(C∞(M2))}

= (ρ1)∗,p(#ω−1N∗ ker((ρ1)∗,p)).

Take D1, D2 be the distributions spanned by Hamiltonian vector fields of pull-backs.

D1 = {Xω
ρ∗1f

: f ∈ ρ∗1(C∞(M1))}

D2 = {Xω
ρ∗2f

: f ∈ ρ∗2(C∞(M2))}

Take as usual p ∈ S, ρ1(p) = x, ρ2(p) = y.
D1 and D2 are integrable disributions. In fact we know also the maximal integral subman-

ifolds - fibers. Surjectivity grants that each point belongs to a fiber. Connectedness grants
that the fibers are submanifolds.

Consider the distribution D1 + D2. We claim that it is also integrable. Let F1 be a
symplectic leaf in M1. Show that ρ−1

1 (F1) is a connected integral sumanifold of D1 +D2.

Tp(ρ−1(F1)) = (ker ρ1,∗)p + {v ∈ TpS : (ρ1,∗)pv ∈ Tρ1(p)F1}
= (ker ρ2,∗)⊥ωp + {Xω

ρ∗1f
(p) : f ∈ C∞(M1)}

= {Xω
ρ∗2g

(p) : g ∈ C∞(M2)}+ {Xω
ρ∗1f

(p) : f ∈ C∞(M1)}

= D1 +D2.

Now also ρ−1
2 (F2), F2 symplectic leaf of M2 are integral submanifolds of D2 +D2.

Let L be the set of integral submanifolds of D1 +D2. Then L is in one to one correspon-
dence with the set of leaves of M1 and the set of leaves of M2. The bijection on the sets of
leaves is given by

F1 7→ ρ2(ρ−1
1 (F1))

It remains to show that it is homeomorphism of topological spaces.

Lemma 6.18. Let f : S(n) → M (m) be a submersion, n ≥ m, F is (m − k)-dimensional
submanifold of M , x ∈ S, f(x) = y ∈ F . Then we can find local coordinates

(U, φ) around x in S,

(V, ψ) around y in M,

such that for all w ∈ f−1(V ) ∩ U

ψi(f(w)) = φi(w), i = 1, . . . ,m

and
f(w) ∈ F ∩ V ⇐⇒ ψ1 = . . . = ψk = 0.

Therefore f−1(F ) is an (n− k)-dimensional submanifold of S given by φ1 = . . . = φk = 0.

Definition 6.19 ([78]). Two Poisson manifolds are called Poisson Morita equivalent if
there exists a full dual pair (S, ω), ρ1, ρ2 between (M1,Π1) and (M2,−Π2) such that

1. ρ1, ρ2 are complete,
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2. fibers of ρ1, ρ2 are connected, simply connected.

S
ρ1

~~}}
}}
}}
}} ρ2

  A
AA

AA
AA

A

M1 M2

Remark 6.20. Despite its name Poisson Morita equivalence is not an equivalence relation as
it fails to be reflexive. In such cases it is natural to single out the subclass of objects on which
a relation indeed defines an equivalence:

Definition 6.21. Poisson manifolds Poisson Morita equivalent to themeselves are called
integrable.

Reason for the name is that the associated Lie algebroid can be integrated to a Lie
grupoid.

Proposition 6.22. Let (M1, ω1) and (M2, ω2) be symplectic manifolds. They are Poisson
Morita equivalent if and only if they have isomorphic fundamental groups.

In particular any connected and simply connected symplectic manifold is Poisson-Morita
equivalent to a point.

Proof. Let
S

ρ1

~~}}
}}
}}
}} ρ2

  A
AA

AA
AA

A

M1 M2

be the Poisson-morita equivalence.
Look at the long exact sequence in homotopy

0 = π1(fiber1) // π1(S) //

$$I
II

II
II

II
π1(M1) // π0(fiber1) = 0

0 = π1(fiber2)

88ppppppppppp
π1(M2) // π0(fiber2)

Conversely: say π1(M1) ' π1(M2) ' G. Let M̃j be the universal cover of Mj , j = 1, 2. Both

are principal G-bundles over Mj . The product M̃1 × M̃2 has symplectic structure given by
(ω1,−ω2).

M̃1 × M̃2
ρ1

zzuu
uu
uu
uu
u ρ2

$$I
II

II
II

II

M1 M2

Example 6.23. Let (S, ω) be a connected, simply connected symplectic manifold and let M be
a connected manifold with the zero Poisson structure. Then M is Poisson-Morita equivalent
to S.

S × T ∗M
p1

zzuuu
uu
uu
uu
u

p2

%%JJ
JJ

JJ
JJ

JJ

S M
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where p1 denotes the projection of S×T ∗M on its first component, while p2 is the projection
on the second component composed with the cotangent bundle projection.

Proposition 6.24 (Lu-Ginzburg). Poisson-Morita equivalent manifolds have isomorphic
first Poisson cohomology H1

Π(−), but can have non-isomorphic Hk
Π(−).

Remark 6.25. With some more work one can prove that the induced map between set of
leaves is in fact a heomeomorphism of topological spaces.

Remark 6.26. The first Poisson cohomology and modular class are Poisson-Morita invariants.

6.2 Dirac structures

Definition 6.27. Let M be a smooth manifold. A Dirac structure on M is a subbundle
L ⊂ TM ⊕ T ∗M which gives pointwise linear Dirac structures in TxM ⊕ T ∗xM and such that
its sections are closed under the Courant bracket

[(X,α), (Y, β)] = ([X,Y ], LXβ − LY α+ 1
2d(α(Y )− β(X))) (6.2)

Remark 6.28. The Courant bracket is not a Lie bracket. However it turns out to be a Lie
bracket on sections of a Dirac bundle.

Proposition 6.29. Let Π ∈ Γ(Λ2TM) be a bivector on M . Then graph(Π) defines a sub-
bundle of TM ⊕T ∗M which is pointwiese a linear Dirac structure; Γ(Π) is a Dirac structure
if and only if Π is Poisson.

Remark 6.30. Not every Dirac structure comes from a Poisson bivector.

Proof. For any Π ∈ Γ(Λ2TM) define

ΓΠ = {(#Π(α), α) : α ∈ Ω1(M)}

This is pointwise Dirac.

[(#Π(α), α), (#Π(β), β)] = ([#Π(α),#Π(β)], L#Π(α)β−L#Π(β)α+ 1
2d(α(#Π(β))−β(#Π(α))))

= ([#Π(α),#Π(β)], [α, β]Π)

Now the point is that #Π is a Lie algebra map if and only if [Π,Π]SN = 0.

Proposition 6.31. Let B be a skewsymmetric bilinear form on V , B ∈ Λ2V ∗. Then for any
linear Dirac structure L

CB(L) := {(v, µ+Bv) : (v, µ) ∈ L}

is a linear Dirac structure.

Proof. Dimension is obviously unchanged. Therefore it suffices to show isotropy

((v, µ+Bv), (w, η +Bw)) = 1
2((µ+Bv)(w) + (η +Bw)(v))

= 1
2(µ(w) + η(v)) + 1

2(B(v, w) +B(w, v)︸ ︷︷ ︸
=0

)

= ((v, µ), (w, η)) = 0.
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Proposition 6.32. Let Π ∈ Λ2V and let ΓΠ be the linear Dirac structure corresponding to
the graph of Π. Let B ∈ Λ2V ∗. Then there exists Π′ ∈ Λ2V such that

CB(ΓΠ) = ΓΠ′ ⇐⇒ (id+[B ◦#Π) is invertible.

Here
[B : V → V ∗, [B(v) = B(v,−),

#Π : V ∗ → V, #Π(ξ) = Π(ξ,−)

with the identifcation V ' V ∗∗.

Proof.
CB(ΓΠ) = ΓΠ′ ⇐⇒ CB(ΓΠ) ∩ V = {0}

Now id [B ◦#Π : V ∗ → V ∗ is invertible if and only if it is injective, therefore

α+B(#Π(α)) = 0, α 6= 0 ⇐⇒ id+[B ◦#Π is injective.

Proposition 6.33. Let L be a Dirac structure on M and let B ∈ Ω2(M). Then

CB(L) is Dirac ⇐⇒ dB = 0

Proof. As we have already seen CB(L) is pointwise a linear Dirac structure. We have to show
what happens if we require in CB(L) closeness with respect to the Courant bracket.

[(X, η +B(X)), (Y, ξ +B(Y ))] = ([X,Y ], LX(µ+B(Y ))− LY (ω +B(X))
+ 1

2d((ω +B(X))(Y )− (µ+B(Y ))(X)))
= ([X,Y ], LXµ− LY ω + 1

2d(ω(Y )− µ(X))
+ LXB(Y )− LYB(X) + d(B(X,Y )))

Lemma 6.34.

LXB(Y )− LYB(X) + d(B(X,Y )) = (dB)(X,Y )−B([X,Y ])

Proof.
LX = diX + iXd, LY = diY + iY d

LXB(Y ) = d(B(Y,X)) + iX(dB(Y ))

LYB(X) = d(B(X,Y )) + iY (dB(X))

(iXd(B(Y )))(Z) = 〈d(B(Y )), X ∧ Z〉 = ZB(X,Y )−XB(Y, Z)−B(Y, [X,Z])

Use formula for

(dB)(X,Y, Z) = XB(Y, Z)−Y B(X,Z)+ZB(X,Y )−B([X,Y ], Z)+B([X,Z], Y )−B([Y, Z], X).
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Definition 6.35. Two Poisson bivectors Π1,Π2 on the manifold M are said to be gauge
equivalent if there exists a closed 2-form B such that

CB(ΓΠ1) = ΓΠ2

(i.e. if the corresponding Dirac structures are equivalent)
Two Poisson manifolds (M1,Π1) and (M2,Π2) are said to be gauge equivalent up to

diffeomorphism if there exists a Poisson diffeomorphism

ϕ : (M1,Π1) → (M2,Π0)

such that Π0 and Π2 are gauge equivalent.

Remark 6.36. Two symplectic structures on a given manifold are gauge equivalent. Two
symplectic manifolds are gauge equivalent up to diffeomorphism if and only if they are sym-
plectomorphic.
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Chapter 7

Poisson Lie groups

7.1 Poisson Lie groups

Recall the two presentations of a Poisson manifold:

1. {−, −} : C∞(M)⊗ C∞(M) → C∞(M) such that

• {−, −} is a Lie bracket (antisymmetric + Jacobi identity)

• {f, gh} = {f, g}h+ g{f, h} (Leibniz rule)

2. (M,Π), Π ∈ Γ(Λ2TM) such that [Π,Π] = 0

connected by the equality
{f, g}(x) = 〈Π(x), dxf ⊗ dxg〉

Recall that a smooth map φ : M → N between Poisson manifolds is a map that preserves
Poisson brackets

{f1, f2}M ◦ φ = {f1 ◦ φ, f2 ◦ φ}N
or equivalently

φ⊗2
∗,xΠM (x) = ΠN (φ(x))

Recall also that if M , N are Poisson manifolds the structure of product Poisson manifold on
M ×N is the one given by

{f1, f2}M×N (x, y) = {f1(−, y), f2(−, y)}M (x) + {f1(x,−), f2(x,−)}N (y)

or equivalently

ΠM×N = ΠM ⊕ΠN ∈ Γ(Λ2T (M ×N)) = Γ(Λ2TM ⊕ Λ2TN)

Proposition 7.1. Let G be a Lie group, Π Poisson tensor on G. Then the following are
equivalent:

1. The product m : G×G→ G is a Poisson map

2.
Π(g1g2) = Lg1,∗Π(g2) +Rg2,∗Π(g1),

where
Lg : G→ G, h 7→ gh, Rg : G→ G, h 7→ hg

and Lg,∗, Rg,∗ are derivatives.
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Proof. Let m : G×G→ G be a Poisson map, that is

{f1, f2}(m(g1, g2)) = {f1 ◦m, f2 ◦m}G×G(g1, g2)

i.e.
{f1, f2}(g1g2) = {f1 ◦ Lg1 , f2 ◦ Lg1}(g2) + {f1 ◦Rg2 , f2 ◦Rg2}(g1)

or equivalently
〈Π(g1g2), dg1g2f1 ⊗ dg1g2f2〉 =

〈Π(g2), dg2(f1 ◦ Lg1)⊗ dg2(f2 ◦ Lg1)〉+ 〈Π(g1), dg1(f1 ◦Rg2)⊗ dg1(f2 ◦Rg2)〉

Now use
dg(f ◦ Lh) = Lh,∗dgf, dg(f ◦Rh) = Rh,∗dgf

to obtain

〈Π(g1g2), dg1g2f1 ⊗Πg1g2f2〉 = 〈Π(g2), L⊗2
g1,∗(dg2f1 ⊗ dg2f2)〉+ 〈Π(g1), R⊗2

g2,∗(dg1f1 ⊗ dg1f2)〉

= 〈L⊗2
g1,∗Π(g2), dg2f1 ⊗ dg2f2〉+ 〈R⊗2

g2,∗Π(g1), dg1f1 ⊗ dg1f2〉

hence the thesis.

Definition 7.2. When one of the conditions of proposition (7.1) is verified (G,Π) is called
a Poisson Lie group.

Remarks 7.3.

• For a Poisson Lie group (G,Π) we have Π(e) = 0. In fact Π(ee) = 2Π(e).

•
0 = Π(e) = Π(gg−1) = Lg,∗Π(g−1) +Rg−1,∗Π(g)

so
Π(g−1) = −Adg−1,∗ Π(g)

This means that the inverse g 7→ g−1 is not a Poisson map, but anti-Poisson.

• Another equivalent condition is

LXLY Π = 0, ∀ X right invariant, and Y left invariant

and additionally Π(e) = 0.

This obviously suggests what if Π(e) 6= 0 ? We have

Π(g1g2) = Lg1Π(g2) +Rg2Π(g1) + Lg1Rg2Π(e)

what is called an affine Poisson structure on G.

Let us move on to the infinitesimal description of the Poisson Lie groups. Consider

η : G→ Λ2g

given by right translating the Poisson tensor

η(g) = Rg−1,∗Π(g)
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(obviously η(e) = 0). Now

η(g1g2) = R(g1g2)−1,∗Π(g1g2)

= Rg−1
1 ,∗Rg−1

2 ,∗(Lg1,∗Π(g2) +Rg2,∗Π(g1))

= Rg−1
1 ,∗Π(g1) + Adg1 Rg−1

2 ,∗Π(g2)

= η(g1) + Adg1 η(g2)

i.e. Π multiplicative =⇒ η is a cocycle of G with values in Λ2g.
Define now

δ : g → Λ2g

to be its derivative at e, i.e.

δ(X) :=
d

dt
η(etX)|t=0

What are the properties of δ coming from the fact that Π is Poisson and multiplicative ?

Proposition 7.4.

1. Π multiplicative =⇒
δ([X,Y ]) = adX δ(Y )− adY δ(X)

2. Π Poisson =⇒
tδ : Λ2g∗ → g

satisfies Jacobi identity.

Proof. 1.
η(etXetY ) = η(etX) + AdetX η(etY )

η(etY etX) = η(etY ) + AdetY η(etX)

η(etXetY )− η(etY etX) = η(etX)− η(etY ) + AdetX η(etY )−AdetY η(etX)

2.

Lemma 7.5. Let ξ1, ξ2 ∈ g∗. Choose f1, f2 ∈ C∞(G) such that defi = ξi, i = 1, 2.
Then

tδ(×1, ξ2) = de{f1, f2}

Proof.

{f1, f2}(g) = 〈Π(g), dgf1 ⊗ dgf2〉
= 〈η(g), R⊗2

g,∗(dgf1 ⊗ dgf2)〉

Take g = etX and the derivative at t = 0.
d

dt
{f1, f2}(etX)|t=0|t=0︸ ︷︷ ︸

〈X, de{f1, f2}〉

=
d

dt
〈η(gtX), R⊗2

etX ,∗(detXf1 ⊗ detXf2)〉|t=0︸ ︷︷ ︸
〈 d

dt
ηetX |t=0, def1⊗def2〉

= 〈δ(X), def1 ⊗ def2〉 = 〈X, tδ(def1, def2)〉
Thus the claim. Remark that this proves indirectly independence of the right hand side
from choices.

Now the statement follows easily from

Jactδ(ξ1, ξ2, ξ3) = de Jac{−,−}(f1, f2, f3)
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7.2 Lie bialgebras

Definition 7.6. A Lie bialgebra is a pair (g, δ) where g is a Lie algebra and δ : g → Λ2g

is such that

1. tδ satisfies Jacobi identity (coJacobi: cyclic((δ ⊗ id)δ(X)) = 0)

2. δ([X,Y ]) = adX δ(Y )− adY δ(X)

We have just proven that the tangent space of a Poisson Lie group has a Lie bialgebra
structure. To what extend is the converse true ?

Example 7.7. g abelian Lie algebra. Thus any δ : g → Λ2g such that tδ satisfies Jacobi identity
gives a Lie bialgebra. Choose a nontrivial one. Therefore g∗ is a non trivial Lie algebra, which
implies that g itself has a non trivial Poisson linear structure (g ∼= g∗∗).

Take Γ ∈ g a lattice under which the Poisson structure is not invariant. Take a Lie group
H = g/G. Then Lie(H) = g is a Lie bialgebra which does not integrate to a Poisson Lie
group structure.

The point here is

Lemma 7.8. Given a 1-cocycle g → g∧ g there is a unique 1-cocycle η : G→ g∧ g, where G
is the connected simply connected Lie group integrating g (i.e. Lie(G) = g).

Basically this is all you need to prove

Theorem 7.9 (Drinfel’d). The correspondence G 7→ g gives you a 1:1 correspondence between
Lie bialgebras and Poisson Lie groups.

Given any Poisson Lie group (G,Π) consider its Lie bialgebra (g, δ). Then (g∗,t [−,−]) is
a Lie bialgebra. Therefore it integrates to a unique connected, simply connected Poisson Lie
group G∗ called the dual Poisson Lie group of G.

Lie bialgebras form a category. Morphisms are those homomorphisms which respect δ

g ∧ g
χ⊗χ // g′ ∧ g′

g

δ

OO

χ
// g′

δ′

OO

Proposition 7.10. Given a Lie bialgebra (g, δ), the vector space g∗ has a canonical Lie
bialgebra structure. The cobracket δ′ being dual to bracket [−,−] in g, and the bracket [−,−]′

in g∗ being dual to δ.

Definition 7.11. g∗ is called dual bialgebra of g.

Examples 7.12.

1. Any Lie algebra with δ = 0.

2. Dual of previous, g∗ as vector space, [−,−] = 0, δ′ = [−,−]∗g.

3. g = sl(2,C), X+, X−,H ∈ sl(2,C)

[H,X±] = ±2X±, [X+, X−] = H
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δ(X±) = X± ∧H, δ(H) = 0

cyclic(δ ⊗ id) ◦ δ(X±) = cyclic(δ ⊗ id)( X± ∧H︸ ︷︷ ︸
X±⊗H−H⊗X±

)

= cyclic(X± ⊗H −H ⊗X±)⊗H = 0

(co-Jacobi identity). Now check the 1-cocycle condition

δ([a, b]) = a · δ(b)− b · δ(a)

We have
δ([H,X±]) ?= H · (X± ∧H)−X± · δ(H)

LHS = ±2δ(X±) = ±2X± ∧H

RHS = [H,X±] ∧H +X± ∧ [H,H] = ±2X± ∧H

Similarly

δ([X+, X−]) ?= X+ · δ(X−)−X− · δ(X+)

LHS = δ(H) = 0

RHS = X+ ·X− ∧H −X− ·X+ ∧H

= [X+, X−] ∧H +X− ∧ [X+,H]− [X−, X+] ∧H −X+ ∧ [X−,H]

= H ∧H − 2X− ∧X+ − 2X+ ∧X− = 0

4. Let g be a C simple Lie algebra with fixed bilinear, nondegenerate, symmetric form
(−,−) on g (and on g∗). choose a Cartan subalgebra h of g (n = dim h is the rank of
g). Choose a simple roots α1, . . . , αn ∈ h∗. This gives a decomposition

g = n+ ⊕ h⊕ n−

where n± are nilpotent and h abelian. Let X±
i , Hi be the corresponding Chevalley

generators and A = [aij ] the Cartan matrix

aij =
(αi, αj)
(αj , αj)

Recall
[Hi,Hj ] = 0, [Hi, X

±
j ] = ±aijX±

j , [X+
i , X

−
i ] = δijHj

The following cobracket

δ(Hi) = 0, δ(X±
i ) = diX

± ∧Hi,

where di symmetrize [aij ], i.e. diaij = aijdj , gives the structure of a Lie bialgeba.

Definition 7.13. This example is called a standard Lie bialgebra structure on g.

Remark. There exist other structures, and all standard structures are equivalent up to
conjugation.
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7.3 Manin triples

Definition 7.14. Let g be a Lie algebra with a non degenerate invariant symmetric bilinear
form. Let g+ and g− be Lie subalgebras such that

g = g+ ⊕ g−

as vector spaces, and such that g+, g− are maximal isotropic subspaces of g. Then (g, g+, g−)
is called a Manin triple.

Using the form we can identify

g− ∼= (g+)∗, g+
∼= (g−)∗

In particular dim g+ = dim g−.

Theorem 7.15.

1. Suppose (g, g+, g−) is a Manin triple. Let

[−,−] : g⊗ g → g, [−,−]+ = [−,−]|g+⊗g+ , [−,−]− = [−,−]|g−⊗g−

Put

δ+ =t [−,−]− : (g∗−) = g+ → Λ2g+, δ− =t [−,−]+ : (g∗+) = g− → Λ2g−

Then (g+, δ+) and (g−, δ−) are Lie bialgebras.

2. Let (g, δ) be a Lie bialgebra. Define on g⊕ g∗

〈X + ξ, Y + η〉 := ξ(Y ) + η(X)

[X + ξ, Y + η] = 〈[X,Y ] + ad∗X ξ − ad∗Y η, [ξ, η] + ad∗ξ X − ad∗η Y 〉

Then g⊕ g∗ with this form and bracket is a Manin triple.

Proof. Let us rewrite the cocycle condition in a Lie bialgebra

〈δ([X,Y ]), ξ ⊗ η〉 = 〈[X,Y ], [ξ, η]〉

Indeed,

〈δ([X,Y ]), ξ ⊗ η〉 = 〈adX δ(Y )− adY δ(X), ξ ⊗ η〉
= −〈δ(Y ), ad∗X(ξ ⊗ η)〉+ 〈δ(X), ad∗Y (ξ ⊗ η)〉
= −〈δ(Y ), ad∗X(ξ)⊗ η + ξ ⊗ ad∗X η〉+ 〈δ(X), ad∗Y (ξ)⊗ η + ξ ⊗ ad∗Y η〉
= 〈Y, [ad∗X ξ, η] + [ξ, ad∗X η]〉 − 〈X, [ad∗Y ξ, η] + [ξ, ad∗Y η]〉
= 〈ad∗η Y, ad∗X ξ〉 − 〈ad∗ξ Y, ad∗X η〉 − 〈ad∗ηX, ad∗Y ξ〉+ 〈ad∗ξ X, ad∗Y η〉

Invariance of bilinear form is equivalent to

[ξ,X] = ad∗ξ X − ad∗X ξ

〈[ξ,X], η〉 = (ξ, [X, η]) = −〈ad∗X ξ, η〉, ∀ η

〈[ξ,X], Y 〉 = 〈ξ, [X,Y ]〉 = −〈ad∗X ξ, Y 〉, ∀ Y
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Therefore

〈δ([X,Y ]), ξ ⊗ η〉 = 〈[X,Y ], [ξ, η])〉
= −〈X, [Y, [ξ, η]]〉
= −〈X, [η, [Y, ξ]] + [ξ, [η, Y ]]〉 (from Jacobi identity)
= −〈X, [η, ad∗Y ξ − ad∗ξ Y ] + [ξ, ad∗η Y − ad∗Y η]〉
= 〈ad∗η Y, ad∗X ξ〉 − 〈ad∗ξ Y, ad∗X η〉 − 〈ad∗ηX, ad∗Y ξ〉+ 〈ad∗ξ X, ad∗Y η〉

and this is formula obtained before. This proves (1).

Proposition 7.16. Let (g, δ) be a Lie bialgebra, (Dg, [−,−]) Lie algebra in g⊕ g∗. Then

δ : Dg → Λ2Dg

given by
δ(X + ξ) = δ(X) +t [−,−](ξ)

is a Lie cobracket.

Example 7.17. g complex simple Lie bialgebra, g ↪→ g⊕ g diagonal embedding. Fix h Cartan
subalgebra and choice of positive roots.

g = n− ⊕ h⊕ n+

b± = h⊕ n±

S := {(x, y) ∈ b+ ⊕ b− : x|h = −y|h}

Let on g⊕ g

〈(a, b), (c, d)〉 = 〈a, c〉 − 〈b, d〉

Then (g⊕ g, g, S) is a Manin triple.

Example 7.18. With the notation as before (g⊕ h, b+, b−) is a Manin triple.
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Chapter 8

Poisson actions

Recall some notations. Let G be a Lie group, g = Lie(G) its Lie algebra, Lg, Rg : G→ G left
and right translations with derivatives Lg,∗ : ThG→ TghG, Rg,∗ : ThG→ ThgG.

Let (G,Π) be a Poisson Lie group, i.e.

Π(g1 · g2) = Lg1,∗Π(g2) +Rg2,∗Π(g1)

and let η : G→ Λ2TeG = Λ2g be

η(g) = Rg−1,∗Π(g).

Then η is a 1-cocycle of G with respect to adjoint action on Λ2g, i.e.

η(g1g2) = η(g1) + Adg1 η(g2)

Let δ : g → Λ2g,

δ(X) =
d

dt
η(etX)

∣∣
t=0

Then (g, δ) is a Lie bialgebra

(g, [−,−]) is Lie

(g∗,t δ) is Lie

satisfying compatibility
δ([X,Y ]) = adX δ(Y )− adY δ(X).

The Lie algebra g∗ integrates to a (unique) connected (simply connected) Poisson Lie group
G∗. Furthermore on g⊕ g∗ we have the following Lie bracket

[X + ξ, Y + η] = ([X,Y ] + ad∗X η − ad∗Y ξ, [ξ, η] + ad∗ξ Y − ad∗ηX)

and Lie cobracket
δD(X + ξ) = δ(X) + δ∗(ξ)

This makes g⊕ g∗ a Lie bialgebra, which is called Drinfeld double of a Lie algebra g. It
integrates to (a unique sonnected, simply connected) Poisson Lie group DG called Drinfeld
double of a Lie group G.

67



8.1 Poisson actions

Definition 8.1. Let (g, δ) be a Lie bialgebra. Let (M,Π) be a Poisson manifold, together
with an infinitesimal action, i.e. a Lie algebra morphism

ρ : g → X(M)

Then ρ is called an infinitesimal Poisson action if

Lρ(X)Π = ρ∧2(δ(X)), ∀ X ∈ g (8.1)

Remark 8.2.

1. Π is not invariant under an infinitesimal Poisson action. If the infinitesimal action is
effective it is invariant if and only if δ = 0.

2. To be precise this could be considered an infinitesimal left Poisson action. An infinites-
imal right Poisson action is then a Lie algebra antihomomorphism such that (8.1) is
verified.

Let now φ : G×M →M be a Lie group action. Let us fix the following notations

φ(g, x) = g · x

∀ g ∈ G, φg : M →M, x 7→ g · x

∀ x ∈M, φx : G→M, g 7→ g · x

Remark that
φg·x = φxRg, φgφx = φxLg.

For f ∈ C∞(M) let θf : M → g∗ be defined by

θf (x) = dgf(g · x)
∣∣
g=e

If we have only the infinitesimal action we can define equivalently

〈θf , Y 〉 = ρ(Y )f

Theorem 8.3 (Semonov-Tian-Shanskii). Let (G,ΠG) be a connected, simply connected,
Poisson Lie group with Lie bialgebra (g, δ). Let (M,ΠM ) be a Poisson manifold. Let
φ : G ×M → M be a Lie group action with infinitesimal map ρ : g → X(M). then following
are equivalent

1. φ is a Poisson map with respect to the product Poisson structure.

2.
ΠM (g · x) = φg,∗ΠM (x) + φx,∗ΠG(g), ∀ x ∈M, g ∈ G

3.

ρ(X){f, g} − {ρ(X)f, g} − {f, ρ(X)g} = 〈[θf , θg], X〉 ∀ X ∈ g, f, g ∈ C∞(M)

4. ρ is an infinitesimal Poisson action, i.e.

Lρ(X)ΠM = ρ∧2(δ(X)), ∀X ∈ g
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Proof. (1) ⇐⇒ (2) by definition of product Poisson structure φ is Poisson iff for all f1, f2 ∈
C∞(M), g ∈ G, x ∈M

{f1 ◦ φ, f2 ◦ φ}G×M (g, x) = {f1, f2}M (g · x)

But the left hand side equals

{f1 ◦ φx, f2 ◦ φx}G(g) + {f1 ◦ φg, f2 ◦ φg}M (x)

= 〈ΠG(g), φ∗xdg·xf1 ∧ φ∗cdg·xf2〉+ 〈ΠM (x), φ∗gdg·xf1 ∧ φ∗gdg·xf2〉

= 〈φx,∗ΠG(g), dg·xf1 ∧ dg·xf2〉+ 〈φg,∗ΠM (x), dg·xf1 ∧ dg·xf2〉

and the right hand side is
〈ΠM (g · x), dg·xf1 ∧ dg·xf2〉

Hence (1) ⇐⇒ (2).
(3) ⇐⇒ (4)

Lρ(X)ΠM = ρ∧2(δ(X)) = 〈δ(X), θf ∧ θg〉

⇐⇒ 〈Lρ(X)ΠM , df ∧ dg〉 = 〈ρ∧2(X), df ∧ dg〉

⇐⇒ Lρ(X)〈ΠM , df ∧ dg〉 = 〈ΠM , (Lρ(X)df ) ∧ dg〉 − 〈ΠM , df ∧ Lρ(X)dg〉 = 〈δ(X), θf ∧ θg〉

⇐⇒ ρ(X){f, g} − {ρ(X)f, g} − {f, ρ(X)g} = 〈X, [θf , θg]〉

because
〈δ(X), θf ∧ θg〉 = 〈X, [θf , θg]〉.

(2) =⇒ (4) by applying φg−1,∗ to both sides of (2) we have

φg−1,∗ΠM (g · x) = ΠM (x) + φg−1,∗φx,∗ΠG(g)

φg−1,∗ΠM (g · x) = ΠM (x) + φx,∗Lg−1,∗ΠG(g)

Now let g = etX , X ∈ g and differentiate with respect to t at t = 0

d

dt
φe−tX ,∗ΠM (etXx)

∣∣
t=0

= Lρ(X)ΠM

d

dt
φx,∗Le−tX ,∗ΠG(etX)

∣∣
t=0

= φx,∗
d

dt
Le−tX ,∗ΠG(etX)

∣∣
t=0

(4) =⇒ (2) Prove that

φe−tX ,∗ΠM (etX · x) = ΠM (x) + φe−tX ,∗φx,∗ΠG(etX)

Then prove that derivatives d
dt at t = 0 are equal.

φe−tX ,∗ΠM (etX · x) = φe−tX ,∗(Lρ(X)ΠM )(etXx)

= φe−tX ,∗(ρ
∧2(δ(X)))(etXx)

= φe−tX ,∗φetXx,∗[(LXΠG)(e)]

= φe−tX ,∗φx,∗RetX ,∗[(LXΠG)(e)]

= φx,∗Le−tX ,∗RetX ,∗[(LXΠG)(e)]

= φx,∗ Ade−tX [(LXΠG)(e)].
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On the other hand

d

dt
(ΠM (x) + φx,∗Le−tX ,∗ΠG(etX)) = φx,∗

d

dt
Le−tX ,∗ΠG(etX)

= φx,∗ Ade−tX (LXΠG(e)).

Therefore the two sides coincide for any x ∈ M in an open neighbourhood of e ∈ G. Being
G connected any open neighbourhood generates it and the theorem is proven.

Remark 8.4.

1. φ does not preserve ΠM unless ΠG = 0. Neither φg nor φx are in general Poisson maps.

2. The multiplicity condition (2) is often referred to as ΠM being covariant with respect
to ΠG.

3. m : G × G → G is a left Poisson action on the Poisson Lie group itself. As a special
case of the previous statement neither left nor right translations are Poisson maps.

4. Another way of stating the infinitesimal Poisson action condition is

dΠ(ρ(X)) = ρ∧2(δ(X))

g
ρ //

δ
��

X(M)

dΠ
��

Λ2g
ρ∧2
// X2(M)

Thus φ looks like some sort of intertwining operator between differentials. In fact δ can
be extended to a degree 1 derivation of Λ•g, simply by letting

δ(X1 ∧ · · · ∧Xn) =
n∑
i=1

(−1)iX1 ∧ · · · ∧ δ(Xi) ∧ · · · ∧Xn

The coJacobi condition on δ implies δ2 = 0. This turns Λ•g into a differential Gersten-
haber algebra (Λ•g,∧, [−,−]). The infinitesimal action condition shows that ρ : g →
X(M) with its natural extension ρ∧ : Λ•g → X•(M) provides a morphism of differential
Gerstenhaber algebras.

5. Right hand side of (4) does not depend on ΠM . Consider ΠM and Π′
M such that (G,ΠG)

acts in a Poisson way on both. Then Lρ(X)(ΠM − Π′
M ) = 0. Thus ΠM − Π′

M is an
invariant bivector (not necessarily Poisson).

We can give a slightly different look on conditions (3)-(4).

θ : Ω1(M) → C∞(M ; g∗) ∈ X(M)⊗ C∞(M ; g∗)

Recall the Poisson coboundary introduced in (4.1).

dΠ : Xp(M) → Xp+1(M), dΠ(P ) = [Π, P ]

(dΠX)(df, dg) = (LXΠ)(df, dg) = X{f, g} − {Xf, g} − {f, Xg}
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Therefore LHS of (3) can be rewritten as

(dΠθ)(df, dg)

and phrased with suitable conventions as

(dΠθ − 1
2 [θ, θ])(df, dg) = 0

i.e. θ satisfies a Maurer-Cartan type of equation.

Proposition 8.5. Let (g, δ) be a Lie bialgebra with an infinitesimal Poisson action ρ : g →
X(M) on the Poisson manifold (M,ΠM ). Let h be a Lie subalgebra of g,

C∞(M)h = {f ∈ C∞(M) : ρ(X)f = 0 ∀ X ∈ h},

h⊥ = {ξ ∈ g∗ : 〈ξ, x〉 = 0 ∀ X ∈ h}.

Then

1. If h⊥ is a Lie subalgebra then C∞(M)h is a Poisson subalgebra.

2. If C∞(M)h is a Poisson subalgebra and {θf : f ∈ C∞(M)h} span h⊥, then h⊥ is a Lie
subalgebra.

Proof. Let f, g ∈ C∞(M)h. This means that for any X ∈ h, ρ(X)f = 0 = ρ(X)g. Using
condition (3)

ρ(X){f, g} = {ρ(X)f, g}+ {f, ρ(X)g}+ 〈[θf , θg], X〉 = 0

is equivalent to [θf , θg] ∈ h⊥. Now simply remark that for the case of an infinitesimal action
θf is defined via

〈θf , Y 〉 = ρ(Y )f ∀ Y ∈ g

Therefore f is invariant if and only if θf ∈ h⊥ and h⊥ is generated by such elements. Thus
the statement.

Corollary 8.6. If h \ M is a smooth manifold then it posesses a Poisson structure and
p : M → h \M is a Poisson map.

Corollary 8.7. If we have a global action and a closed connected subgroup H such that h⊥

is a Lie subalgebra then the same holds true for H \M .

8.2 Poisson homogeneous spaces

Definition 8.8. A Poisson homogeneous space is a Poisson manifold (M,ΠM ) together
with a transitive Poisson action of a Poisson Lie group.

Remark 8.9. The covariance condition is

ΠM (g · x) = φg,∗ΠM (x) + φx,∗ΠG(g)

When H is homogeneous for a given x ∈M this formula allows to compute ΠM at all points
from ΠM (x), i.e. ΠM is uniquely determined by its value at one fixed point.
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Homogeneous G-spaces are of the form G/H for a closed Lie subgroup H. We will show
how, and why, such description does not work any more at the Poisson level. First we need
to describe properties of subgroups of Poisson Lie group.

Definition 8.10. A Lie subgroup H of a Poisson Lie group G is called a Poisson Lie
subgroup if it is a Poisson submanifold. It is called a coisotropic subgroup if it is a
coisotropic submanifold.

Remark 8.11. LetH ≤ G be a Poisson (coisotropic) Lie subgroup and g ∈ G. Then Adg(H) =
gHg−1 may be Poisson, coisotropic or none of the above.

Proposition 8.12. Let H be a connected Lie subgroup of a Poisson Lie group (G,ΠG).

1. H is a Poisson Lie subgroup if and only if h⊥ is an ideal in g∗.

2. H is coisotropic if and only if h⊥ is a Lie subalgebra.

Proof. H is a Poisson submanifold if and only if

IH = {f ∈ C∞(G) : f |H = 0}

is a Poisson ideal. Being h⊥ ⊂ g∗ spanned by covectors def , f ∈ IH , IH is a Poisson ideal
implies h⊥ ⊂ g∗ is an ideal. The converse is true due to connectedness.

The second statement is proved analogously, but now we request that IH is a Poisson
subalgebra. h⊥ is still spanned by def , f ∈ IH , therefore the thesis.

Poisson homogeneous spaces φ : G×M →M contain a number of special cases.

1. Invariant Poisson structures (ΠG = 0)

2. Affine Poisson structures (M = G)

3. Non symplectic covariant (i.e. ΠG 6= 0) Poisson structures, which include

(a) ”Highly singular” covariant Poisson structures (∃ x0 ΠM (x0) = 0)

(b) Quotients by coisotropic subgroups

(c) Quotients by Poisson Lie subgroups

Furthermore (a) = (b) ⊃ (c).

Some relevant examples of Poisson Lie groups:

• (G,ΠG) any Poisson Lie group. Drinfeld doubleDG has a natural Poisson Lie structure.
G,G∗ ↪→ DG (if it can be embedded) is a Poisson Lie subgroup.

• G complex semisimple Lie group. K compact real form with standard Poisson structure.
Then DK = G. Furthermore, as the standard Poisson structure is defined via simple
roots any Dynkin diagram embedding sorresponds to a Poisson Lie group. In particular
to each node there corresponds a distinct Poisson embedding

SU(2) ⊂ SU(n)

Remark though that SL2 triples not corresponding to simple roots are not Poisson Lie
subgroups. For example ∗ ∗ 0

∗ ∗ 0
0 0 1

 1 0 0
0 ∗ ∗
0 ∗ ∗


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are Poisson Lie subgroups, but ∗ 0 ∗
0 1 0
∗ 0 ∗


is not.

Exercise 8.13. Classify Poisson Lie subgroups of SU(2).

Hint: Compute the dual Lie bialgebra. Classify ideals in this 3-dimensional Lie algebra,
distinguishing between 2-dimensional ideals and 1-dimensional ideals. Check which of them
is the ⊥ of a Lie algebra, and you have that the only pair (h, h⊥) such that h is a Lie subalgebra
of su(2) and h⊥ is a Lie ideal in su(2)∗ is when h = 〈H〉, H being the Cartan diagonal element.
Therefore the only connected Poisson-Lie subgroup is S1 diagonally embedded in SU(2) and
the disconnected ones are its discrete subgroups.

Exercise 8.14. Classify Poisson Lie subgroups of SL(n,C) with respect to the standard struc-
ture.

It requires some work. A good start is to look at the first pages of [70].
Coisotropy condition is much weaker. For example let H ≤ G be a Lie subgroup of

codimension 1. Then H is coisotropic. In fact dim h⊥ = 1 and therefore h⊥ is a Lie algebra,
[X,X] = 0.

Let M be a Poisson homogeneous space. Fix x ∈M

TxM ' g/hx, hx - stabilizer of x

Proposition 8.15. For any v ∈ Λ2g/hx

Lx := {X + ξ : X ∈ g, ξ ∈ h⊥x , (ξ ⊗ id)(v) = X + hx}

is a Lagrangian subspace of the double.

Proof.
〈X + ξ, Y + η〉 = (ξ ⊗ η + η ⊗ ξ)(v) = 0

so Lx is isotropic. Surjectivity follows from surjectivity of X + ξ → X, which implies maxi-
mality.

Theorem 8.16. For any x ∈M let Lx be the Lagrangian subspace in Dg. Then:

1. Lx is a Lie subalgebra in Dg

2. Lgx = gLx where gLx is given by the adjoint action of G in Dg

3. There is a bijection between Poisson G-homogeneous structures on M and G-equivariant
maps from M to the set of Lagrangian subalgebras such that if x ∈M then Lx∩g = hx.

Remark 8.17. Let Dg = g⊕ g∗ be a Drinfeld double, G×Dg → Dg adjoint action

Adg(X + ξ) = AdgX + Ad∗g−1 ξ iRg−1,∗Π(g) + Ad∗g−1 ξ

L(Dg) is an algebraic variety; the set of Lagrangian subalgebras of the double. The adjoint
action of G passes to an action on this variety

G× L(Dg) → L(Dg)

Then theorem (8.16) says that on L(Dg) orbits are ”models” for Poisson homogeneous spaces
([?]).
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Proposition 8.18. Let M be a Poisson homogeneous space of (G,ΠG). For x0 ∈ M the
following are equivalent:

1. ΠM (x0) = 0

2. φx0 : G→M is a Poisson map

3. Hx0 (stabilizer = {g ∈ G : gx0 = x0}) is coisotropic; M ' G/Hx0

Proof. (1) =⇒ (2) Take the same x0

ΠM (gx0) = φg,∗ΠM (x0)︸ ︷︷ ︸
=0

+φx0,∗ΠG(g)

Therefore φx0 is Poisson.
(2) =⇒ (1) Let φx0 be a Poisson map

ΠM (x0) = ΠM (ex0) = φx0,∗ΠG(e) = 0

(2) ⇐⇒ (3) We have already proven (3) =⇒ (2). Furthermore we know that φx0 : G→M
is Poisson if and only if {φ∗x0

f1, φ
∗
x0
f2}G is constant along the fibers of φx0 (proposition (3.20)).

Lemma 8.19. {φ∗x0
f1, φ

∗
x0
f2}G is constant along all fibers if and only if

{φ∗x0
f1, φ

∗
x0
f2}G

∣∣
φ−1

x0
(x0)=Hx0

= 0

Proof. Let {φ∗x0
f1, φ

∗
x0
f2}G be constant along all fibers. Then it is constant when restricted

to Hx0 . But e ∈ Hx0 and
{φ∗x0

f1, φ
∗
x0
f2}G(e) = 0

due to ΠG(e) = 0. Therefore it is 0 on all Hx0 .
Let {φ∗x0

f1, φ
∗
x0
f2}G

∣∣
Hx0

= 0. Take g, g′ ∈ G on the same fiber of φx0 . Then there exists
h ∈ Hx0 such that g′ = gh. Now

{φ∗x0
f1, φ

∗
x0
f2}G(g′) = 〈ΠG(gh), dgh(φ∗x0

f1)⊗ dgh(φ∗x0
f2〉

= 〈Lg,∗ΠG(h) +Rh,∗ΠG(g), dgh(φ∗x0
f1)⊗ dgh(φ∗x0

f2〉
= {L∗gφ∗x0

f1, L
∗
gφ

∗
x0
f2}(h) + {R∗hφ∗x0

f1, R
∗
hφ

∗
x0
f2}(g)

= {φ∗x0
(φg ◦ f1), φ∗x0

(φg ◦ f2)}(h)︸ ︷︷ ︸
=0 by hypothesis

+{φ∗hx0
(φg ◦ f1), φ∗hx0

(φg ◦ f2)}(g)

= {φ∗x0
f1, φ

∗
x0
f2}(g)

because h ∈ Hx0 =⇒ φhx0 = φx0 .

Now we want to show

{φ∗x0
f1, φ

∗
x0
f2}G

∣∣
Hx0

= 0 ⇐⇒ Hx0 is coisotropic.

φ∗x0
f1 is constant along Hx0 , so

(φ∗x0
f1)(e) = c+ f ′, f ′ ∈ IHx0

= {f ∈ C∞(G) : f |Hx0=0}

{φ∗x0
f1, φ

∗
x0
f2}G = {f ′1 + c, f ′2 + c}G = {f ′1, f ′2}G
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Remember that
{φ∗x0

f1, φ
∗
x0
f2}G(h) = 〈ΠG(h), dhφ∗x0

f1 ⊗ dhφ
∗
x0
f2〉

We want to prove that im #Π ⊆ N∗H. The point is that we can restrict to a neighbourhood
of identity (due to multiplicativity and connectedness). There choose h = etH . It is enough
to show that

d

dt
〈ΠG(h), dhφ∗x0

f1 ⊗ dhφ
∗
x0
f2〉|t=0 = 0

because we know that it is 0 at e. But this equals

〈δ(H), deφ∗x0
f1 ⊗ deφ

∗
x0
f2〉

and deφ∗x0
f1 ∈ h⊥, and in fact generates it. It is 0 if and only if δ(h) ⊂ h∧ g, that is precisely

when Hx0 is coisotropic.

Proposition 8.20. Let G be a Poisson Lie group. Let K be a Poisson Lie subgrouop and
let H ′ be a coisotropic subgroup. Then H = K ∩H ′ is coisotropic in K and

i : K/K ∩H ′ → G/H ′

is a Poisson embedding.

Proof.
IK := {f ∈ C∞(G) : f |K = 0}

IK is a Lie ideal with respect to {−, −} and IH′ is a Lie subalgebra with respect to {−, −}.

IH′∩K = IH′ + IK

f = f1 + f2

Take f ′ ∈ IK
{f ′, f1 + f2} = {f ′, f1}︸ ︷︷ ︸

?

+ {f ′, f2}︸ ︷︷ ︸
∈IK

so IH′∩K is not in general a Lie ideal.
Take l1, l2 ∈ IH′∩K

{l1 + l2, f1 + f2} = {l1, f1}︸ ︷︷ ︸
∈IH′

+ {l1, f2}︸ ︷︷ ︸
∈IK

+ {l2, f1}︸ ︷︷ ︸
∈IK

+ {l2, f2}︸ ︷︷ ︸
∈IK

∈ IH′ + IK

Therefore IH′∩K is a Lie subalgebra with respect to {−, −}. The second statement follows
from the fact that in this diagram everything is Poisson

K //

��

G

��
K/H ′ ∩K // G/H ′

The following example is carried out in all details in [20].

75



Example 8.21. Take SU(n) with standard Poisson Lie structure

δ(Hi) = 0
δ(Ei) = Hi ∧ Ei
δ(Fi) = Hi ∧ Fi

Ei, Fi simple roots, i = 1, . . . , n.

Then S(U(1)×U(n−1)), (a,A) 7→
(
A 0
O a

)
is a Poisson Lie subgroup of SU(n). For every

k ∈ {1, . . . , n}, (A,B) 7→
(
A 0
0 B

)
gives a Poisson Lie subgroup Kk := S(U(k)×U(n−k)) ↪→

SU(n). In particular SU(n)/Kn−1 = CPn−1 with covariant Poisson structure.
Now take H ′ = Kn−1, K = Kk, k = 1, . . . , n− 2

H ′ ∩K ∼= U(k)×U(n− k − 1)

H ′/H ′ ∩K ' CPn−k−1

with the same Poisson structure.
Therefore we get

∗ ↪→ CP 1 ↪→ . . . ↪→ CPn−2 ↪→ CPn−1

This gives all symplectic foliation of CPn−1. Now change things a little bit. There exists a
family σc ∈ SU(n) such that Adσc H

′ is coisotropic. We want to study

CPn−1
c ' SU(n)/Adσc H

′

Now H ′ ∩Kk changes.

Proposition 8.22. The embedding

H ′/H ′ ∩Kk ↪→ CPn−1
c

is an embedding of
S2k−1 × S2(n−k)−1 ↪→ CPn−1

c

In particular, when k = 1, this gives

S2n−3 ↪→ CPn−1
c

where odd spheres have the standard Poisson structure.

Recall that we have defined a Lie bracket on Ω1(M) (where M is Poisson)

[α, β] = L#Π(α)β − L#Π(β)α− d(Π(α, β)) (8.2)

What happens to this bracket when M = G is a Poisson-Lie group ?

Theorem 8.23 (Dazord-Karasev-Weinstein). The left (resp. right) invariant 1-forms on a
Poisson Lie group (G,ΠG) form a Lie subalgebra with respect to (8.2). Furthermore this
induces a Lie bracket on g∗ isomorphic to tδ.
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Proof. Let α, β be left invariant 1-forms. Let X ∈ X1(G) be a left invariant vector field. We
will prove that [α, β] is left invariant by proving that 〈X, [α, β]〉 is constant for any such X.

〈X, [α, β]〉 = 〈X, L#Π(α)β − L#Π(β)α〉 − 〈X, d(Π(α, β))〉

Let’s look at the second summand

〈X, d(Π(α, β))〉 = LX(Π(α, β))
= (LXΠ)(α, β) + Π(LXα, β) + Π(α,LXβ)
= (LXΠ)(α, β)− 〈#Π, LXα〉+ 〈#Π(α), LXβ〉

Now consider first summand

〈X, L#Π(α)β〉 = L#Π(α)〈X, β〉︸ ︷︷ ︸
=0 because 〈X,β〉 is constant

−〈[#Π(α), X], β〉

= −〈[#Π(α), X], β〉
= 〈LX(#Π(α)), β〉
= 〈iLXΠα+ #Π(α), β〉

because #Π(α) = iΠ(α), [LX , iΠ] = iLXΠ.
Therefore

〈X, L#Π(α)β〉 = (LXΠ)(α, β)− 〈#Π(β), LXα〉

Similarly
〈X, L#Π(α)β〉 = −(LXΠ)(α, β)− 〈#Π(α), LXβ〉

Now substitute

LXΠ(α, β)− 〈#Π(β), LXα〉+ LXΠ(α, β) + 〈#Π(α), LXβ〉

−LXΠ(α, β) + 〈#Π(β), LXα〉 − 〈#Π(α), LXβ〉 = (LXΠ)(α, β)

Lemma 8.24. If Π is a Poisson Lie bracket on G then for any X left invariant vector field
LXΠ is left invariant.

Proof. If X is left invariant on G its flow are right translations

(LXΠ)(g) =
d

dt
Re−tX ,∗Π(getX)|t=0

=
d

dt
(Re−tX ,∗Lg,∗Π(etX) +Re−tX ,∗RetX ,∗Π(g))|t=0

= Lg,∗
d

dt
RetX ,∗Π(etX)|t=0

= Lg,∗(LXΠ(e))

This proves that the bracket of left invariant 1-forms is left invariant because 〈X, [α, β]〉 =
(LXΠ)(α, β) = 〈LXΠ(e), αe ∧ βe〉 so LXΠ is a left invariant 2-vector field.

Now the statement follows from

tδ(def, deg) = de{f, g}
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which gives the same as (8.2) computed at e.

[df, dg] = L#Π(df)dg − L#Π(dg)df − d(Π(df, dg))

= LXf
dg − LXgdf − d{f, g}

= d〈Xf , dg〉 − d〈Xg, df〉 − d{f, g}
= d{f, g}+ d{f, g} − d{f, g}
= d{f, g}

Left invariant 1-forms evaluated at e give you all of g∗ and therefore you can say
tδ(ξ1, ξ2) = [df1, df2](e), where ξ1 = def1, ξ2 = def2.

Exercise 8.25. Consider the standard Poisson Lie group structure on SU(2). Then su(2)
has a basis

E1 = 1
2

(
i 0
0 −i

)
, E2 = 1

2

(
0 1
−1 0

)
, E3 = 1

2

(
0 i
i 0

)
Now δ : su(2) → su(2) ∧ su(2)

δ(E1) = 0
δ(E2) = E1 ∧ E2

δ(E3) = E1 ∧ E3

Prove that this defines a Lie bialgebra, that is δ is a 1-cocycle

δ([X,Y ]) = adX δ(Y )− adY δ(X), adX = adX ⊗1− 1⊗ adX

and
tδ : su(2)∗ ∧ su(2)∗ → su(2)∗

satisfies Jacobi identity. Check it is enough to verify the cocycle conditions for (X,Y ) =
(E1, E2), (E1, E3), (E2, E3).

Prove that for tδ = [−,−]

[e1, e2] = e2

[e1, e3] = e3

[e2, e3] = 0

define a Lie algebra structure.
Use the Killing form

〈A, B〉 = im(Tr(AB))

to identify su(2)∗ with {(
x a+ ib
0 −x

)
: x, a, b ∈ R

}
Therefore the connected simply connected dual group

SB(2) =
{(

x z
0 x−1

)
: x ∈ R>0, z ∈ C

}
∼= R n C

Now let us describe all (SU(2),ΠG) Poisson homogeneous space structures on S2. Let Π1, Π2

be Poisson homogeneous bivectors on S2. Then
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1. Π1 −Π2 is SU(2)-invariant (general)

2. Π1 −Π2 is Poisson (because of dimension 2)

3. On S2 there is a ”unique” invariant symplectic form ω0 corresponding to bivector Π0.

Π1 −Π2 = fΠ0

but being Π1 − Π2 SU(2)-invariant, f = constant, Π1 − Π2 = CΠ0. Therefore we have
a Poisson pencil of invariant Poisson structures on S2

cΠ0 + Π1

Choose as Π1 the quotient with respect to the Poisson Lie subgroup of diagonal matrices.
It is explicitely given by

{x1, x2} = (1− x1)x3

{x2, x3} = (1− x1)x1

{x3, x1} = (1− x1)x2 = (1− x1)Π0

Now
cΠ0 + (1− x1)Π0 = (λ− x1)Π0, λ ∈ R

Prove that λ 7→ −λ is a Poisson isomorphism.

In the corresponding symplectic foliation 0-dimensional leaves are given by

{x2
1 + x2

2 + x2
3 = 1} ∩ {x1 = λ}

There are 3 cases

λ > 1 no 0-dimensional leaves, (λ− x1)Π0 is symplectic

λ = 1 (corresponding to Π1 the quotient by Poisson Lie group) {N} is a 0-dimensional
leaf, and S2 \ {N} is a 2-dimensional leaf

0 ≤ λ < 1 (corresponding to Π1 the quotient by Poisson Lie subgroup) S1-family of 0-dimensional
leaves, two distinct 2-dimensional leaves.

If λ > 1 they all have different symplectic volume, thus they are not symplectomorphic. If
0 ≤ λ < 1 they are not unimodular. The modular class is x2δx3 − x3δx2. Using 2-Poisson
cohomology it is possible to show that S2

λ � S2
λ′ for λ 6= λ′ in [0, 1].

8.3 Dressing actions

Take ξ ∈ g∗, and denote by ξL the associated left invariant 1-form and by ξR the associated
right invariant 1-form, i.e.

ξL(g) = L∗g−1ξ ∈ T ∗gG; ξR(g) = R∗g−1ξ ∈ T ∗gG .

Definition 8.26. Define λ, ρ : g∗ → X(G)

λ(ξ) := #Π(ξL)

ρ(ξ) := −#Π(ξR)
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Lemma 8.27. λ is a Lie algebra morphism, ρ is a Lie algebra antimorphism.

Proof.

λ([ξ1, ξ2]) = #Π([ξ1, ξ2]L)

= #Π([ξL1 , ξ
L
2 ])

= [#Π(ξL1 ),#Π(ξL2 )]

ρ([ξ1, ξ2]) = #Π([ξ1, ξ2]R)

= #Π([ξR1 , ξ
R
2 ])

= −[#Π(ξR1 ),#Π(ξR2 )]

Therefore λ defines an infinitesimal left action of g∗ on G and ρ defines an infinitesimal
right action of g∗ on G. These are called infinitesimal dressing actions.

Exercise 8.28. Prove that the inversion map S : g 7→ g−1 intertwines left and right infinites-
imal dressing actions, i. e. S∗ ◦ λ = ρ.

Definition 8.29. If the dressing action can be integrated to a global action of G∗ on G, the
Poisson Lie group G is said to be complete.

We recall that the notion of Poisson-Lie group is self dual, therefore the above defines
also the left and right infinitesimal dressing actions of g on the dual Poisson-Lie group G∗.

Proposition 8.30. Locally symplectic leaves of G coincide with the orbits of the left (or right)
dressing action. If the Poisson Lie group is complete then the symplectic leaves coincide with
such orbits.

Proof. By definition left dressing vector fields are hamiltonian vector fields. They are tangent
to leaves. Therefore locally orbits are contained in leaves.

On the other hand values of the left dressing vector fields at any g ∈ G span the tangent
space to the leaf through g. Therefore orbits and leaves coincide locally. If the action is global
consider the whole orbit O ∈ S and TpO = im#Π,p

= TpS for all p. Thus O is a Poisson
submanifold of S and therefore O = S.

Dressing action is the most powerful tool for computing the symplectic foliation of Poisson
Lie group.

Proposition 8.31. Taking the derivative at e of left (resp. right) infinitesimal dressing
action you get (resp. minus) the coadjoint action of g∗ on g.

Theorem 8.32 (Semonov-Tian-Shansky,[]). Left and right dressing actions are Poisson ac-
tions.

How can one integrate the dressing action ? Recall the Drinfeld double Dg = g ⊕ g∗.
Then locally (around e ∈ DG)

DG|U = GG∗|U
For any d ∈ U denote with dG its component in G, and with dG∗ its component in G∗, such
that d = dGdG∗ .
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Proposition 8.33. The local action given by this splitting

g∗ · g := (g∗g)G

is a local left action of G∗ on G integrating the infinitesimal dressing action λ.

The proof relies on a characterisation of the dressing action we could not give.
Whenever DG = GG∗ holds globally you have the global dressing action.

Example 8.34. Standard Poisson Lie structure on K compact. DK = G complex semisimple
in which K compact real form. DG = KAN+ Iwasawa decomposition is a global splitting of
the double. Therefore symplectic leaves on K are orbits of an AN+ action.

Take (G,Π = 0). Then G∗ ' g∗ abelian Lie group with Lie-Poisson bracket. The dressing
action of G on G∗ is given by

λ : g → X(G∗)

X 7→ #LP(XL)

where XL is identified with an invariant 1-form on G∗ (remark that TeG∗ = g∗, T ∗eG
∗ =

g∗∗ = g).

〈#LP(XL)︸ ︷︷ ︸
∈Ω1

inv(G∗)

, Y L︸︷︷︸
∈Xinv(G∗)

〉(ξ) = {XL, Y L}(ξ) = 〈ξ, [X,Y ]〉 = 〈ad∗X ξ, Y 〉

Therefore #LP(XL) as vector field is the same as − ad∗X . Thus locally it is given by coadjoint
action of G on g∗. But this action is global. We recover the result that symplectic leaves for
the Lie-Poisson structure are orbits of the coadjoint action.

How to integrate the dressing action ? Recall that the Drinfeld double is a Lie bialgebra
on Dg = g ⊕ g∗ which integrates to a Poisson Lie group DG. Then locally around e ∈ DG
we have

DG|U = GG∗|U
Let d ∈ U ⊆ DG

d := dG · dG∗

with obvious notation.

Proposition 8.35. The local action given by the splitting

DG|U = GG∗|U

as
g∗ · g := (g∗g)G

integrates the infinitesimal dressing action.

Remark 8.36. When you have a global splitting of the double, you have a global dressing
action.

Examples 8.37.

1. K compact with standard Poisson Lie structure. Then G = KAN+ (Iwasawa decom-
position) is the double.

2. (G,Π = 0), (G∗ = g∗,ΠPL). Then the dressing action of G on G∗ is the coadjoint
action.
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Theorem 8.38. Let g ∈ G (around e). The leaf through g locally is the image of the double
coset G∗gG∗ under the natural projection

DG→ DG/G∗ ∼= G

If the dressing action is global they are exactly those.
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Chapter 9

Quantization

9.1 Introduction

The purpose will be here to give a definition of quantization and estabilish a vocabulary
given us the link between two languages: Poisson geometry and noncommutative algebras.
Something like

classical semiclassical quantum
manifold Poisson manifold noncommutative algebra
group Poisson Lie group noncommutative Hopf algebra
point 0-leaf character

Of course to state all this correctly we need to be very precise on the setting in which we
will work. Apart from some preliminaries we will content ourselves to deal with the group
case where, for a number of reasons and still with a high degree of attention on details, such
dictionary behaves particularly well (i.e. is a functor).

Let us start with a general definition of quantization. On the formal level that will first
require from us some definitions. We will work over the field k = C. Basically all what follows
work on any field of characteristic 0 and a not so trivial part still holds in characteristic p.

Let us denote with C[[~]] the ring of formal power series in an indeterminant ~ with
coefficients in C. The algebraic structure here is obvious:∑

n≥0

an~n +
∑
n≥0

bn~n =
∑
n≥0

∑
n≥0

(an + bn)~n

∑
n≥0

an~n
 ·

∑
n≥0

bn~n
 =

∑
n≥0

( ∑
p+q=n

apbq

)
~n

This is a ring with unit 1. Invertible elements are exactly those power series with a0 6= 0
(check this as an exercise).

Let now M be a C[[~]]-module. For every x ∈M define

κ(x) := max{k : x ∈ ~kM}

Define for every x, y ∈M
d(x, y) := 2−k(x−y)

Lemma 9.1. d is a pseudo metric on M .
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This metric induces a topology on M which is called the ~-adic topology. A C[[~]]-
module is called torsion free if the multiplication by ~ is an injective map.

Proposition 9.2. Let M be a topological C[[~]]-module. Then there exists a C-vector space
M0 such that M ∼=C M0[[~]] if and only if M is Hausdorff, complete, ~-torsion free.

Proof. If M ∼= M0[[~]] then one simply applies definitions.
In the opposite direction let M be Hausdorff, complete, torsion free. Let M0 := M/~M .

Take π : M →M0. Choose a section σ : M0 →M and define

σ̃ : M0[[~]] →M∑
n≥0

~nmn 7→
∑
n≥0

~nσ(mn)

This σ̃ is well defined on formal power series because of completeness. In fact

N∑
n=0

~nσ(mn)

is a Cauchy sequence in N , therefore we have a well defined

lim
N→∞

N∑
n=0

~nσ(mn)

This σ̃ is injective as a consequence of ~-torsion freeness. In fact

∑
n≥0

~nσ(mn) = 0 =⇒ π

(
N∑
n=0

~nσ(mn)

)
= 0

=⇒ m0 = 0 =⇒ ~
N∑
n=1

~n−1σ(mn) = 0

Now divide by ~ and repeat the argument.
σ̃ is injective because of Hausdorffness.

A module M over C[[~]] of this form is called a topologically free module.
Take A to be a topologically free C[[~]]-algebra (completed tensor product). Then being

~A an ideal A/~A is an algebra over C.

Definition 9.3. A quantization of an algebra A0 is a topological free C[[~]]-algebra A such
that A/~A is commutative.

Proposition 9.4. Let A be a quantization of A0. Then A0 is a Poisson algebra.

Proof. Take a, b ∈ A0, ā, b̄ ∈ A respective lifts (i.e. a = ā mod ~, b = b̄ mod ~). Remark
that [ā, b̄] ∈ ~A from the commutativity of A0. Define

{a, b} :=
[ā, b̄]

~
mod ~

This is well defined

[ā+ ~u, b̄+ ~v]
~

=
[ā, b̄]

~
+

~[u, b̄] + ~[ā, v]
~

+
~2[u, v]

~
= [ā, b̄] mod ~
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In fact, when you have a Lie group, then you have two algebraic objects to describe with:
F [G] and U(g). What is their relation ?

U(g) is a Hopf algebra (cocommutative). The ”right” choice of F [G] is a Hopf algebra:

• G affine algebraic group and C[G] algebra of regular functions (sheaf of Hopf algebras
wnen you do not have affine)

• K compact group and R[K] algebra of representative functions (matrix elements of
irreducible representations)

• G Lie group and Cf [G] algebra of formal functions

If you consider everything as real objects you have a Hopf-*-algebras. (H,m,∆, ε, S) is a
Hopf-*-algebra if ∗ : A→ A is an involution, i.e.

(ab)∗ = b∗a∗

(λa)∗ = λ̄a∗

and
∆(a∗) = (∆a)∗

(a⊗ b)∗ = a∗ ⊗ b∗

(this implies (∗ ◦ S)2 = id). Then U(g) and F [G] can be seen as Hopf-*-algebras.

9.2 Duality

Take X ∈ U(g). Then it defines a left invariant differential operator on G. Take f ∈ F [G]

(Xf)(e) = 〈X, f〉

〈∆X, f1 ⊗ f2〉 = 〈X, f1f2〉

It gives you a nondegenerate pairing of Hopf-*-algebras. In general it is a map

〈−, −〉 : A⊗B → C

such that

〈a, b〉 = 0 ∀ a ∈ A =⇒ b = 0
〈a, b〉 = 0 ∀ b ∈ B =⇒ a = 0

〈1, b〉 = ε(b)
〈a, 1〉 = ε(a)

〈a1a2, b〉 = 〈a1 ⊗ a2, ∆b〉
〈∆a, b1 ⊗ b2〉 = 〈a, b1b2〉

〈S(a), b〉 = 〈a, S(b)〉
〈a∗, b〉 = 〈a, S(b)∗〉

So you have a pair of Hopf-*-algebras in nondegenerate duality. More structure when (G,Π)
is a Poisson-Lie group, F [G] is a Poisson algebra such that multiplication m : G × G → G
satisfies

{f1 ◦m, f2 ◦m}G×G = {f1, f2}G ◦m
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Definition 9.5. Poisson Hopf algebra is defned by condition

{∆f1, ∆f2}G×G = ∆{f1, f2}G

From our point of view it will be better to start with the infinitesimal description, i.e.
universal enveloping algebra level. Let us first see what happens at the universal enveloping
algebra of a Lie bialgebra.

Definition 9.6. A coPoisson Hopf algebra is a pair (U, δ̂), where U is a Hopf algebra
and the linear map δ̂ : U → U ⊗ U is such that

δ̂(ab) = (∆a)δ̂(b) + δ̂(a)(∆b)

and the dual map δ∗ : U∗ ⊗ U∗ → U∗ is a Poisson bracket.

Proposition 9.7. Let (g, δ) be a Lie bialgebra and U = U(g) its universal enveloping algebra.
Then there exists unique δ̂ : U(g) → U(g)⊗ U(g) such that

δ̂|g = δ

In particular U(g) has a canonical coPoisson Hopf algebra structure.

Proof. The formula
δ̂(ab) = (∆a)δ̂(b) + δ̂(a)(∆b)

plus δ̂|g = δ defines δ̂ uniquely on all of U(g) once you have checked

δ([a, b]) = [∆a, δ(b)] + [δ(a),∆b], ∀ a, b ∈ g

which is equivalent to the 1-cocycle condition

[∆, a] = ada on g⊗ g.

Definition 9.8. A topologically free Hopf algebra H over C[[~]] is a quantized universal
enveloping algebra if

H/~H ∼= U(g)

for some Lie algebra g.

Proposition 9.9. Let H be a quantized universal enveloping algebra. Then g has a Lie
bialgebra structure defined by

δ(X) =
∆X −∆opX

~
mod ~

where X is any lifting of X ∈ g to H.

Proof. ∆X −∆opX ∈ ~H because U(g) is cocommutative and therefore

∆X −∆opX

~
∈ H

δ(X) as defined does not depend on the choice of X

∆(X + ~u)−∆op(X + ~v)
~

=
∆X −∆opX

~
+ α, α ∈ ~H
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Modulo ~ one obtains
∆X −∆opX

~
mod ~

δ(X) is skewsymmetric (clear) and belongs to g ⊗ g. δ(X) ∈ g ⊗ g if and only if its two
components are primitive elements.

(∆⊗ id)δ(X) =
[
1
~
(∆⊗ id)(∆X −∆opX)

]
mod ~

=
[
1
~
(id⊗∆− id⊗∆op)∆X + σ23(∆⊗ id−∆op ⊗ id)∆X

]
= (id⊗δ)∆X + σ23(δ ⊗ id)∆X

CoJacobi identity for δ follows from coassociativity. Cocycle condition follows from ∆ being
an algebra morphism.

So for us a quantum group will be the following set of data. A pair F~[G] (quantum
functions algebra), U~(g) (quantum universal enveloping algebra) of topological Hopf algebras
over C[[~]] together with a nondegenerate Hopf pairing

〈−, −〉 : F~[G]× U~(g) → C[[~]]

The pairing gives you U~(g) as ”dual” of F~[G] and vice-versa. You can start with one of
the two legs and construct the other. On the way you have some choices. Many technical
problems containing remarkable details.

This ”pairing” contains the (XLf)(e) kind of pairing, i.e. the interpretation of U(g) as
differentiable distributions supported at e. But it contains something completely different.

9.3 Local, global, special quantizations

The discussion in the preceeding section was about local quantization. Their main advantage
is that they are well suited to capture relations between the classical, semiclassical, and
quantum properties (we will see some examples of these relations in more details later).
However they miss part of the relevant information, or at least of the full geometry. For
example local quantization does not allow to specialize the deformation parameter to complex
values 6= 0. Being (~) the only maximal ideal in the local ring C[[~]] they can describe only
the limit ~ → a. But we know of some relevant parts of the theory of quantum groups staying
out of this range. This is the case, for example, of the theory of quantum groups at roots of
unity, which links quantum groups to 3-manifold invariants and Lie algebras in characteristic
p.

Let us denote with C(q) the field of rational functions in the variable q.

Definition 9.10. Let Aq be a C(q)-Hopf algebra. An integer form (resp. rational form)
of Aq is a Z[q, q−1]-Hopf subalgebra (resp. Q[q, q−1]) A of Aq such that

A⊗Z[q,q−1] C(q) = Aq

(resp. A⊗Q[q,q−1] C(q) = Aq)

Definition 9.11. Given a C(q)-Hopf algebra Aq together with an integer form A a special-
ization of Aq to the complex number λ is

Aλ := A⊗Z[q,q−1] C

where the tensor product is taken with respect to ϕ : Z[q, q−1] → C, ϕ(q) = λ.
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In this way starting from a C(q)-Hopf algebra we obtain a C-Hopf algebra.

Example 9.12. Let g be a finitely dimensional complex simple Lie algebra. Then Uq(g) is the
associative Q(q)-algebra with generators X±

i , K±1
i , 1 ≤ i ≤ n and relations

KiKj = KjKi

KiK
−1
i = K−1

i Ki = 1

KiX
+
j K

−1
i = q

aij

i X+
j

KiX
−
j K

−1
i = q

−aij

i X−
j

[X+
i , x

−
j ] = δij

Ki −K−1
i

qi − q−1
i

1−aij∑
r=0

(−1)r
[
1− aij
r

]
q

(X±
i )1−aijX±

j (X±
i )r = 0, if i 6= j

together with the Hopf algebra structure

∆qK
±1
i = K±

i

∆qX
+
i = X+

i ⊗Ki + 1⊗X+
i

∆qX
−
i = X−

i ⊗Ki +K−1
i ⊗X+

i

Sq(Ki) = K−1
i

Sq(X+
i ) = −X+

i K
−1
i

Sq(X−
i ) = −KiX

−
i

εq(Ki) = 1
εq(X±

i ) = 0

where [aij ] is the Cartan matrix of g, qi = qdi , and di are positive integers such that [diaij ] is
symmetric, [

n

k

]
q

=
(q; q)n

(q; q)k(q; q)n−k

(q; q)n = (1− q) · . . . · (1− qn)

are the q-binomial coefficients.

Remark 9.13.

• If we have a relation xy = qyx, then there is a following formula using q-binomial
coefficients

(x+ y)n =
n∑
k=0

[
n

k

]
q

xkyn−k

• It is not true that Uq(g)⊗Q(q) C(q) = U(g)⊗C C(q). For example in U(g)⊗C C(q) you
do not have that many invertibles.

• Let q = eh, Ki = edihHi . This defines a local quantization Uh(g) of the standard
bialgebra structure on g. To be precise you have, after modding out relations, take
closure in the h-adic topology.
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• Examples of ambiquities in choices of integer form. You can declare

Ki −K−1
i

qi − q−1
i

= Ĥi to belong to Aq

or
K2
i − 1

q2i − qi
to belong to Aq

Choose between K±1
i X±

i or X±
i . Connected to choice of a lattice in between weight

and root lattice, which is equivalent to choice in between different groups with the same
Lie algebra.

Definition 9.14. Let Fq(GLn(C)) be the C(q)-algebra generated by tij ,det−1
q , 1 ≤ i, j ≤ n

with relations

tkitkj = qtkjtki, i < j

tiktjk = qtjktik, i < j

tiltkj = tkjtil, l < k, j < l

tijtkk − tkltij = (q − q−1)tiltkj , l < k, j < l

det q =
∑
σ∈Σn

(−1)l(σ)t1σ(1) . . . tnσ(n)

together with the Hopf algebra structure

∆tij =
n∑
k=1

tik ⊗ tkj

ε(tij) = δij

S(tij) = (−q)i−jξjcic det−1
q

where

ξjcic =
∑

σ ∈ Σn

i1, . . . , in−1 ∈ [1, . . . , n] \ {ic}
σ(i1), . . . , σ(in−1) ∈ [1, . . . , n] \ {jc}

(−q)l(σ)ti1σ(1)tjσ(1) . . . tin−1σ(n−1)tjσ(n−1)

Here apparently there is no need to use the machinery of C(q)-algebras and integer forms
to specialize the parameter to complex values. This is why often in this context one does not
mention integer forms. Still they are relevant in the duality between Fg[G] and Uq(g).

Definition 9.15. Let G be an affine algebraic complex Poisson group. A global quantized
function algebra on G is a C(q)-Hopf algebra Aq together with an integer form A such
that Aq=1

∼= F [G] as Hopf algebras.

Another good aspect of global quantization is that it provides you with genuine (non
topological) Hopf algebras.
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9.4 Real structures

The usual approach to real structures is to consider C-Hopf algebras endowed with a *-
structure.

Definition 9.16. A Hopf-*-algebra is a Hopf algebra over C endowed with the unital, invo-
lutive, antimultiplicative morphism ∗ : A→ A such that ∆ and ε are *-homomorphisms.

One can then prove that ∗ ◦ S = S−1 ◦ ∗.

Proposition 9.17. Let G be a complex algebraic group with Lie algebra g. Then there is a
1-1 correspondence between

1. real forms of G

2. Hopf-* structures on U(g)

3. Hopf-* structures on F [G]

Definition 9.18. A real quantum group is a global quantized function algebra with a
compatible *-structure.

Example 9.19. Consider the example of Fq[GLn(C)]. Fix on it the *-structure given by

t∗ij = S(tji)

This gives you what is called the unitary Fq[U(n)] (compact form of Fq[GLn(C)]).

Example 9.20. Let 0 < q < 1. Consider the *-algebra generated by α, γ (= t11,t22) subject to
relations

αγ = qγα

αγ∗ = qγ∗α

γ∗γ = γγ∗

αα∗ + q2γγ∗ = 1
α∗α+ γ∗γ = 1

together with the Hopf-algebra structure

∆α = α⊗ α− qγ∗ ⊗ γ

∆γ = γα+ α∗γ

ε(α) = 1
ε(γ) = 0

S(α) = α∗

S(γ) = −qγ

This is called the (standard) quantum SUq(2); Fq[SU(2)].

Example 9.21. Let 0 < q < 1. Consider the *-algebra generated by v, n subject to relations

vv−1 = v−1v = 1
vn = qnv

nn∗ = qn∗n

vn∗ = qn∗v
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together with the Hopf-algebra structure

∆v = v ⊗ v

∆n = v∗ ⊗ n+ n⊗ 1
ε(v) = 1
ε(n) = 0

S(v) = v−1

S(n) = −qn
S(n∗) = −q−1n∗

This is called the (standard) quantum Eq(2); Fq[E(2)].

Example 9.22. Consider now the *-algebra generated by v, n subject to relations

vv−1 = v−1v = q

vn− nv = q(1− v)2

[n, n∗] = in

The Hopf algebra structure as before. This is called the non standard quantum Eq(2).

9.5 Dictionary

In the following we would like to set up a whole dictionary

classical semiclassical quantum
algebraic group Poisson algebraic group quantum group
compact group Poisson compact group compact quantum group
Lie algebra Lie bialgebra quantum universal enveloping agebra

Poisson dual quantum duality principle
Poisson double quantum double construction

point 0-leaf character

It is known in examples that quantum groups have few characters (classical points). Why is
it so ?

Proposition 9.23. Let A~ be a local quantization of A0 = (F [M ],Π). There is an injective
map between set of characters of A~ (i.e. maps ε : A~ → C[[~]] such that ε([A~, A~]) = 0)
and 0-leaves of the Poisson bivector Π.

Proof. Let ε be the character of A~. Then ε defines a character of A0. Thus there exists
x0 ∈M such that ε(f) = f(x0) for all f ∈ A0.

Now
ε([a, b]) = 0 ∀ a, b ∈ A~

=⇒ ε({f1, f2}) = 0 ∀ f1, f2 ∈ A0

=⇒ {f1, f2}(x0)︸ ︷︷ ︸
〈Π(x0), dx0f1∧dx0f2〉

= 0

Thus if A0 is an algebra of functions on a smooth manifold such that dx0f generate Ω1
x0

(M)
we have Π(x0) = 0.
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Example 9.24. Fq[SU(2)] (here *-characters - looking for real points)

ε(αγ)︸ ︷︷ ︸
ε(α)ε(γ)

= ε(qγα)︸ ︷︷ ︸
qε(γ)ε(α)

=⇒ (1− q)ε(α)ε(γ) = 0

Thus ε(α) = 0 or ε(γ) = 0 and so on. We end up with

ε(α) = t, ε(α∗) = t−1

This is just an issue of a more general situation. In principle you would like to have
a correspondence between primitive ideals of F~[G] and symplectic foliation of (G,Π). For
example if we take Uq(g) = Fq[g∗] then by orbit method we obtain a homeomorphism between
primitive ideals in Uq(g) and coadjoint orbits of G on g∗. It would be nice to have a ”quantum
orbit method”. In fact it works for compact quantum groups.

9.6 Quantum subgroups

Let H be a closed or algebraic subgroup of G.

IH = {f ∈ F [G] : f |H = 0}

is a Hopf ideal and
F [G]/IH ∼= F [H]

as Hopf algebras. To put it another way

H subgroup of G ⇐⇒ F [G] → F [H] Hopf algebra epimorphism

Alternatively thinking at the infinitesimal level

h subalgebra of g ⇐⇒ U(h) → U(g) Hopf algebra monomorphism

It is therefore natural to say

Definition 9.25. A quantum subgroup of a (global, local, special) quantized algebra of
functions is a topological Hopf algebra epimorphism

Fq[G] → Fq[H]

Therefore quantum subgroups correspond to Hopf ideals in Fq[G].

9.7 Quantum homogeneous spaces

Let B be a unital *-algebra and let A be a Hopf-*-algebra.

Definition 9.26. A *-algebra homomorphism δ : B → b⊗A is a right coaction if

(id⊗∆) ◦ δ = (δ ⊗ id) ◦ δ

(id⊗ε) ◦ δ = id

B is called A-right quantum space.
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Which right coactions correspond to homogeneous actions ? Here we mean A = F [G],
B = F [X], δ dual of action φ : G×X → X.

Definition 9.27. Two right quantum spaces (B, δ), (B′, δ′) are equivalent if and only if
there exists Φ: B → B′ *-algebra isomorphism such that

δ′ ◦ Φ = (Φ⊗ id)δ (9.1)

B //

��

B′

��
B ⊗A // B′ ⊗A

Modifying the following definition replacing the identity in (9.1) by a *-algebra morphism
Ψ: A→ A′

δ′ ◦ Φ = (Φ⊗Ψ) ◦ δ
gives the definition of equivariant map of quantum spaces on different Hopf algebras.

Proposition 9.28. Let (B, δ) be A-right quantum space. There is a 1:1 correspondence
between *-algebra homomorphisms ε̃ : B → C and *-algebra homomorphisms i : B → A such
that

∆ ◦ i = (i⊗ id) ◦ δ
The correspondence is given by

ieε = (ε̃⊗ id) ◦ δ
ε̃ = ε ◦ i

Proof. Say ε̃ : B → C is given. Define

ieε := (ε̃⊗ id) ◦ δ

We have

∆ ◦ ieε = ∆ ◦ (ε̃⊗ id) ◦ δ
= (ε̃⊗ id⊗ id) ◦ (id⊗∆) ◦ δ (∆ is C-linear)
= (ε̃⊗ id⊗ id) ◦ (δ ⊗ id) ◦ δ (δ is a coaction)
= (ieε ⊗ id) ◦ δ

hence ieε verifies the required identity. Furthermore we then have

ε ◦ ieε = (ε̃⊗ ε) ◦ δ = (ε̃⊗ id) ◦ (id⊗ε) ◦ δ = ε̃

Say i : B → A is given. Let ε̃ = ε ◦ i. Then

(ε̃⊗ id) ◦ δ = ((ε ◦ i)⊗ id) ◦ δ = (ε⊗ id) ◦ (i⊗ id) ◦ δ = (ε⊗ id) ◦∆ ◦ i = i

Thus for any A-right quantum space (B, δ) such that B has a character there exists an
equivariant map between (B, δ) and a subalgebra (iε(B),∆|iε(B)) of A.

What is iε(B) in usual language ? Take a G-space X. Fix x0 ∈ X. Then consider

F [X] → F [G], f 7→ f̃x0

where f̃x0(g) := f(gx0). When X is a classical homogeneous space we have that this map is
injective.
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Definition 9.29. An embeddable quantum homogeneous space is an A-right quantum space
(B, δ) with a *-homomorphism ε̃ : B → C such that ieε is injective.

Identifying (B, δ) with (ieε(B),∆|ieε(B)) we can equivalently declare an embeddable quan-
tum homogeneous space to be a *-subalgebra and right coideal of Fq[G].

Remark 9.30. This is not the most general fdefinition of quantum homogeneous space. In
fact it requires B to have a character, which is in noncommutative algebras something not
so trivial.

Let us understand this from the point of view of semiclassical limit. Everything above
can be rephrased on C[~]-Hopf-*-algebras. Now we have

Having one
character

��
Being embeddable
i.e F~[X] ↪→ F~[G]

OO

But we have seen already this at the semiclassical level

SEMICLASSICAL QUANTUM

Having a 0-dimensional
leaf ΠX(x0) = 0

//

��

Having one
character

��

oo

Having Poisson
surjective map
G→ X
i.e. having a coinduced
Poisson structure

//

��

OO

Being embeddable
i.e F~[X] ↪→ F~[G]

oo

��

OO

Being the quotient
by a coisotropic subgroup

//

OO

THEN WE WANT
TO FILL THIS !

oo

OO

Before going into this we want to understatnd the relation betwwen quantum subgroups and
embeddable quantum homogeneous spaces.

Proposition 9.31. Let Fq[G] = A be a quantum group and let Fq[H] be a quantum subgroup
with defining ideal IH , i.e.

Fq[H] = Fq[G]/IH , pH : Fq[G] → Fq[H]

If our quantum group is real require also I∗H = IH . Define

BH := {b ∈ A : (pH ⊗ id)∆b = 1⊗ b} = BcoIH

Then BH is a *-subalgebra and right coideal of A. Furthermore BH is S2-invariant and
pH(b) = ε(b)1 for all b ∈ B.
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Proof. Remark that

y ∈ BH ⊗A ⇐⇒ (pH ⊗ id⊗ id)(∆⊗ id)y = 1⊗ y

Take b ∈ BH . We want to show that ∆b ∈ BH ⊗A.

(pH ⊗ id⊗ id) ◦ (∆⊗ id) ◦∆b = (pH ⊗ id⊗ id) ◦ (id⊗∆) ◦∆b
= (id⊗∆) ◦ (pH ⊗ id)∆b︸ ︷︷ ︸

1⊗b

= 1⊗∆b

Now we will prove that BH is S2-invariant. In fact S2 is a Hopf algebra automorphism

(pH ⊗ id) ◦∆ ◦ S2(b) = (pH ⊗ id) ◦ (S2 ⊗ S2) ◦∆b

= ((pH ◦ S2)⊗ S2) ◦∆b

= (S2 ⊗ S2) ◦ (1⊗ b)

= 1⊗ S2b

Lastly, apply id⊗ε to (pH ⊗ id) ◦∆b = 1⊗ b to prove pH(b) = ε(b)1.

We would like to check whether all quantum homogeneous spaces are of this form. We
have a necessary condition, S2-invariance. Is it always verified ?

Example 9.32. Consider on the standard Fq[E(2)]

z = λv + n, z̄ = λ̄v∗ + n∗, λ ∈ C, |λ| = 1

B = *-subalgebra generated by z, z̄. Then B coincides with polynomials in z and z̄.

zz̄ = q2z̄z + (1− q2)

z∗ = z̄

Furthermore B is a coideal, ∆B ⊂ A⊗B.

∆z = v ⊗ z + n⊗ 1

∆z̄ = v∗ ⊗ z̄ + n∗ ⊗ 1

But B is not S2-invariant unless λ = 0.

S(z) = λS(v) + S(n) = λv∗ − q−1n

S2(z) = λv − q−2n

Thus z, S2(z) ∈ B, so n ∈ B, which is not true if λ 6= 0.

Example 9.33. Similarly consider Fq[SU(2)]. Take

K := s(γα+ α∗γ∗) + (1− s2)γ∗γ

L := s(α2 − qγ∗2) + (1− s2)αγ∗

One can check that:
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1. The *-subalgebra generated by K and L is isomorphic to the universal *-algebra on
these two generators and relations

K = K∗

LK = q2KL

LL∗ +K2 = (1− s2)K + s2

LL∗ + qK2 = (1− s2)q2K + s2, s ∈ [0, 1]

2. This *-subalgebra is always a right coideal and therefore is an embeddable quantum
homogeneous space

3. This *-subalgebra is a quotient by a quantum subgroup if and only if s = 1.

We are looking for a quantum analogue of a coisotropic subgroup.

9.8 Coisotropic creed

When A~ is a quantization of (M,Π) then one-sided ideals in A~ should correspond to
coisotropic submanifolds. The motivation for this comes from characterization

Poisson submanifold N // IN is an ideal
and a Poisson ideal

oo // Iq,N is an ideal
(two-sided ideal)

oo

Coisotropic submanifold N // IN is an ideal
and a Poisson subalgebra

oo //
SOMETHING WEAKER
BUT STRONGER THAN
BEING A SUBALGEBRA

oo

Proposition 9.34. Let A~ is a quantization of M . Take I to be a right ideal in M . Then
I0 = I/~I is an ideal in A0 and a Poisson subalgebra in M .

Proof. Let i ∈ I, f ∈ A~
f ∗ i = fi+ ~{f, i}+ . . . ∈ I

[f ∗ i]~I = fi ∈ I/~I

To be precise, take f ∈ A0, i ∈ I0. Take any lift f̄ ∈ A~, ī ∈ I.

f̄ = f +O(~), ī = i+O(~)

Then
f̄ ∗ ī = fi+O(~) =⇒ [f̄ ∗ ī] = f0i0 ∈ A0I0

ī ∗ f̄ = fi+O(~) =⇒ [̄i ∗ f̄ ] = i0f0 ∈ A0I0

But now
f̄ ∗ ī− ī ∗ f̄ ∈ ~A~ /∈ I

so we cannot define {f, i} ∈ I0. Still what we have is the following. Let i, j ∈ I0. Take
ī, j̄ ∈ I lifting i, j.

ī ∗ j̄, j̄ ∗ ī ∈ I =⇒ [̄i, j̄] ∈ ~I

=⇒ {i, j} ∈ I0
so I0 is a Poisson subalgebra.
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We will stick to this creed and declare the following

Definition 9.35. Let A be (*)-Hopf algebra. A right (real) coisotropic quantum sub-
group C is a coalgebra and A-right module C such that there exists surjective linear map
p : A→ C, which is a morphism of coalgebras and right A-module (endowed with an involution
σ such that p ◦ (∗ ◦ S) = σ ◦ p).

Proposition 9.36. C is a right (real) coisotropic quantum subgroup if and only if there exists
IC ⊆ A, which is a ((∗ ◦ S)-invariant) two sided coideal and right ideal such that

p : A→ A/IC ∼= C

Remark 9.37. All Poisson subgroups can be quantized in a context of functorial quantization,
but it is not known in such context whether all coisotropic subgroups can be quantized.

Proposition 9.38.

1. Let C be a coisotropic quantum subgroup of A with defining ideal I. Then

BC := {a ∈ A : (p⊗ id) ◦∆b = pIC (1)⊗B}

is an embeddable quantum homogeneous space of A.

2. Let B be an embeddable quantum homogeneous space. Then

IB := {(b− ε(b)1) : b ∈ B}

is a right ideal and two sided coideal of A.

Is this
coisotropic quantum
subgroups

// embeddable quantum
homogeneous spaces

oo

a bijective correspondence ? Is it true that quotient by quantum subgroups are characterized
by S2-invariance ? Almost.

Let B be a right coideal subalgebra. Take

AB+ := B ∩ ker ε = {b− ε(b)1 : b ∈ B}

In general B ⊆ AcoA/AB+
but not necessarily equal. If the antipode is bijective and we restrict

to left faithfully flat right coideal subalgebras and left faithfully coflat coisotropic quantum
subgroups, then in that case S2-invariance corresponds to quotient by a coisotropic quantum
subgroup.
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[40] R.L. Fernandeś, Connections in Poisson Geometry I: Holonomy and Invariants, J. of
Differential Geometry 54, (2000) 303-366.

[41] Fernandes R. L., Lie algebroids, holonomy and characteristic classes, Adv. Math. 170,
119–179 (2002).

[42] P. Foth and J.–H. Lu, A Poisson structure on compact symmetric spaces, Commun.
Math. Phys. 251 (2004), 557-566.
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Birkhaüser (1994).

101



[73] Weinstein A., The local structure of Poisson manifolds, J. Diff. Geom. 18, 523–557
(1983).

[74] Weinstein A., Symplectic groupoids, geometric quantization and irrational rotation al-
gebras, in Symplectic geometry, groupoids and integrable systems, Séminaire Sud-
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