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1 Geometric background

1.1 Diff-invariant setting (cf. [1, Part I], [7])

In order to specify the geometry of the ‘space’ of leaves for a general foliation,
the first problem one is confronted with is that of finding a geometric structure
that is invariant under all diffeomorphisms of a given manifold M . Indeed, the
action of the holonomy on a complete transversal M to a foliation is as wild
(in general) as that of an arbitrary countable subgroup Γ of Diff(M), and the
invariance under holonomy is an unavoidable constraint when passing to the
space of leaves. While the standard geometric notions are of course equivariant
with respect to Diff(M), they are not invariant.

By contrast, the operator theoretic spectral framework of noncommutative ge-
ometry only requires the invariance to hold at the principal symbol level (in
classical pseudodifferential terms) of the operator D. When D is an elliptic op-
erator the gain is non-existent, since in that case the principal symbol specifies
the metric and the invariance condition would force Γ to be a discrete subgroup
of a Lie group (of isometries). Fortunately, the theory applies with very little
change when D is only hypoelliptic, and this allows to treat ‘para-Riemannian’
spaces, which admit groups of isometries as large as diffeomorphism groups.

This was the fundamental idea employed in [1] for the treatment of transverse
geometry. One first replaces a given manifold M n (with no extra structure
except an orientation) by the total space of the bundle PM = F +M/SO(n),
where F+M is the GL+(n,R)–principal bundle of oriented frames on M n. The
sections of π : PM →M are precisely the Riemannian metrics on M but unlike
the space of such metrics the space P is still a finite dimensional manifold. The
total space PM itself admits a canonical, and thus Diff+(M)-invariant, ‘para-
Riemannian’ structure, which can be described as follows. The vertical subbun-
dle V ⊂ T (PM), V = Kerπ∗, carries natural Euclidean structures on each of
its fibers, determined solely by fixing once and for all a choice of a GL+(n,R)-
invariant Riemannian metric on the symmetric space GL+(n,R)/SO(n). On
the other hand, the quotient bundle N = T (PM)/V comes equipped with a tau-
tologically defined Riemannian structure: every point p ∈ PM is an Euclidean
structure on Tπ(p)(M) which is identified to Np via π∗.

The resulting structure on PM is invariant under the canonical lift of the
action of Diff+(M), because no non-canonical choices were involved so far.
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In particular any hypoelliptic operator whose principal symbol only depends
upon the above ‘para-Riemannian’ structure will have the required invariance
property.

1.2 Hypoelliptic signature operator (cf. [1, Part I])

The hypoelliptic signature operator operator D on PM is uniquely determined
by the equation Q = D|D|, where Q is the operator

Q = (d∗V dV − dV d
∗
V ) ⊕ γV (dH + d∗H) , (1.1)

acting on the Hilbert space of L2-sections

HPM = L2(∧·V∗ ⊗ ∧·N ∗, $PM ) ;

here dV denotes the vertical exterior derivative, γV is the usual grading for the
vertical signature operator, dH stands for the horizontal exterior differentia-
tion with respect to a fixed connection on the frame bundle, and $PM is the
Diff+(M)-invariant volume form on PM associated to the connection. (When
n ≡ 1 or 2 (mod 4), for the vertical component to make sense, one has to replace
PM with PM × S1 so that the dimension of the vertical fiber be even.)

While the construction of D does involve a non-canonical choice – that of a
connection – this choice does not affect its principal symbol in the appropriate
pseudo-differential calculus, and thus does not break the intrinsic Diff +(M)-
invariance of the spectral triple (AΓ,HPM , D) associated to an arbitrary (count-
able) discrete subgroup Γ of Diff+(M). Here AΓ is the convolution algebra

AΓ = C∞
c (PM) o Γ , fUϕ · gUψ = f (g ◦ ϕ−1)Uϕψ ,

and the resulting spectral triple represents the desired geometric structure for
the ‘quotient space’ M/Γ.

1.3 Noncommutative local index formula (cf. [1, Part II])

Indeed, using calculus on Heisenberg manifolds, which in particular provides

a noncommutative residue functional

∫
− that extends the Dixmier trace, we

proved [1, Part I] that such a spectral triple (AΓ,HPM , D) fulfills the hypotheses
of the operator theoretic local index theorem of [1, Part II]. Therefore, its
character-index ch∗(D) ∈ HC∗(AΓ) can be expressed in terms of residues of
spectrally defined zeta-functions, and is given by a cocycle {φq} in the (b,B)
bi-complex of AΓ whose components are of the following form

φq(a
0, . . . , aq) =

∑

k

cq,k

∫
−a0[Q, a1](k1) . . . [Q, aq](kq) |Q|−q−2|k| ; (1.2)

we have used here the abbreviations T (k) = ∇k(T ) and ∇(T ) = D2T − TD2,

k = (k1, . . . , kq) , |k| = k1 + . . .+ kq , and



cq,k =
(−1)|k|

√
2i

k1! . . . kq! (k1 + 1) . . . (k1 + . . .+ kq + q)
Γ

(
|k| + q

2

)
.

Note that the operator under the

∫
− sign in the generic term of the sum is of

order −(q + |k|), therefore the corresponding term vanishes whenever q + |k|
exceeds the ‘metric dimension’, i.e. summability degree =

n(n+ 1)

2
+ 2n.

While the expression (1.2) is completely computable by symbolic calculus, its
actual calculation is highly impractical, due to the very large number of terms
that need to be evaluated. In any event, even if the computer can deliver the
answer in symbolic terms, its understanding would still require an appropriate
cohomological interpretation.

Although the curved case can also be handled (see [4]), there is no loss of
generality in assuming that M is a flat affine manifold, as long as the affine
structure is not required to be preserved by Γ. Secondly, one can afford to work
at the level of the principal bundle F+M , since the descent to the quotient
bundle PM only involves the simple operation of taking SO(n)-invariants.

The strategy that led to the unwinding of the formula (1.2) started with the
observation that the built-in affine invariance of the operator Q, allows to reduce
the noncommutative residue functional involved in the cochains

φq,k(a0, . . . , aq) =

∫
− a0[Q, a1](k1) . . . [Q, aq](kq) |Q|−(q+2|k|) , (1.3)

to genuine integration, and thus replace them by sums of cochains of the form

ψ(a0, . . . , aq) = τΓ(a0 h1(a1) . . . hq(aq)) . (1.4)

Here h1, . . . , hq are ‘transverse’ differential operators acting on the algebra AΓ,
and τΓ is the canonical trace on AΓ,

τΓ (f U∗
ϕ) =





∫
FRn f $FRn , if ϕ = Id ,

0 , otherwise .
(1.5)

1.4 Hopf algebraic symmetries (cf. [2, 4])

Under closer scrutiny, the above transverse differential operators turn out to
arise from the action of a canonical Hopf algebra Hn, depending only on the
codimension n (cf. [2], see also [7, §2]).
Indeed, restricting for simplicity to the case n = 1, the operator Q, cf. (1.1), is
built from the vector fields

Y = y
∂

∂y
and X = y

∂

∂x
,

where we used the obvious coordinates (x, y) ∈ F +(M1) 'M1×R+. Therefore,
the expression under the residue-integral in (1.2) involves iterated commutators
of these vector fields with multiplication operators of the form

a = f U∗
ϕ , f ∈ C∞

c (F+M), ϕ ∈ Γ ,



where the diffeomorphism ϕ acts on F+(M1) by

ϕ(x, y) = (ϕ(x), ϕ′(x) · y) , (x, y) ∈ F+(M1) .

The two basic vector fields become linear operators on AΓ, acting as

Y (f Uϕ) = Y (f)Uϕ , X(f Uϕ) = X(f)Uϕ .

However, while Y acts as derivation

Y (ab) = Y (a) b+ aY (b) , a, b ∈ AΓ .

X satisfies instead

X(ab) = X(a) b + aX(b) + δ1(a)Y (b) .

where

δ1(f Uϕ−1) = y
d

dx

(
log

dϕ

dx

)
fUϕ−1 .

The operator δ1 is itself a derivation,

δ1(ab) = δ1(a) b+ a δ1(b) ,

but the successive commutators with X produces new operators

δn(f Uϕ−1) = yn
dn

dxn

(
log

dϕ

dx

)
fUϕ−1 , ∀n ≥ 1 ,

that satisfy progressively more complicated Leibniz rules.

We can encode all this information in a ‘universal’ (for codimension 1), Hopf
algebra H1, defined as follows. As an algebra it coincides with the universal
enveloping algebra of the Lie algebra with basis {X,Y, δn ;n ≥ 1} and brackets

[Y,X] = X , [Y, δn] = n δn , [X, δn] = δn+1 , [δk, δ`] = 0 , n, k, ` ≥ 1 .

As a Hopf algebra, the coproduct ∆ : H1 → H1 ⊗H1 is determined by

∆Y = Y ⊗ 1 + 1 ⊗ Y , ∆X = X ⊗ 1 + 1 ⊗X + δ1 ⊗ Y

∆ δ1 = δ1 ⊗ 1 + 1 ⊗ δ1

and the multiplicativity property

∆(h1 h2) = ∆h1 · ∆h2 , h1, h2 ∈ H1 ;

the antipode is determined by

S(Y ) = −Y , S(X) = −X + δ1Y , S(δ1) = −δ1

and the anti-isomorphism property

S(h1 h2) = S(h2)S(h1) , h1, h2 ∈ H1 ;



finally, the counit is

ε(h) = constant term of h ∈ H1 .

The role of H1 as ‘transverse symmetry’ comes from its natural Hopf actions
on the crossed products algebras AΓ = C∞

c (F+(M1)) o Γ. We recall that the
action of H1 is given on generators as follows:

Y (fUϕ) = y
∂f

∂y
Uϕ , X(fUϕ) = y

∂f

∂x
Uϕ , (1.6)

δn(fUϕ−1) = yn
dn

dxn

(
log

dϕ

dx

)
fUϕ−1 , ∀n ≥ 1 . (1.7)

Furthermore, the trace τΓ has the invariance property:

τΓ(h(a)) = δ(h) τΓ(a) , ∀h ∈ H1 , a ∈ A.

where δ ∈ H∗
1 is the modular character, defined by

δ(Y ) = 1, δ(X) = 0, δ(δn) = 0 .

It should also be noted that while S2 6= Id, the ‘twisted’ antipode

S̃(h) = δ(h(1))S(h(2)) , h ∈ H1 , (1.8)

does satisfy the involution property S̃2 = Id .

Finally, the cochains (1.4) can be recognized to belong to the range of a certain
cohomological characteristic map. In fact, requiring the assignment

χΓ(h1 ⊗ . . . ⊗ hn)(a0, . . . , an) = τΓ(a0 h1(a1) . . . hn(an)) , (1.9)

h1, . . . , hn ∈ H1 , a1, . . . , an ∈ AΓ ,

to induce a characteristic homomorphism

χ∗
Γ : HC∗

Hopf (H1) → HC∗(AΓ) , (1.10)

practically dictates the definition of the Hopf cyclic cohomology.

2 Cohomological background

2.1 Hopf cyclic cohomology (cf. [2, 3])

Quite generally, for an arbitrary Hopf algebra H over a field k containing Q,
one is led to postulate the existence of a modular pair (δ, σ), consisting of a
character δ ∈ H∗, δ(ab) = δ(a)δ(b) , ∀ a, b ∈ H, δ(1) = 1 , and a group-like
element σ ∈ H, ∆(σ) = σ ⊗ σ , ε(σ) = 1 , related by the condition δ(σ) = 1.
In addition, one requires that the corresponding twisted antipode S̃, defined



as in (1.8), satisfy the same involution property S̃2 = Id. Then (cf. [3]) the
following operators define a cyclic structure on

H\
(δ,σ) = C ⊕

⊕

n≥1

H⊗n

: (2.1)

δ0(h
1 ⊗ . . .⊗ hn−1) = 1 ⊗ h1 ⊗ . . .⊗ hn−1,

δj(h
1 ⊗ . . .⊗ hn−1) = h1 ⊗ . . .⊗ ∆hj ⊗ . . . ⊗ hn−1, 1 ≤ j ≤ n− 1

δn(h
1 ⊗ . . .⊗ hn−1) = h1 ⊗ . . .⊗ hn−1 ⊗ σ,

σi(h
1 ⊗ . . .⊗ hn+1) = h1 ⊗ . . .⊗ ε(hi+1) ⊗ . . .⊗ hn+1, 0 ≤ i ≤ n ,

τn(h
1 ⊗ . . .⊗ hn) = (∆p−1S̃(h1)) · h2 ⊗ . . .⊗ hn ⊗ σ.

The normalized bi-complex

(CC∗,∗(H; δ, σ), b, B)

that computes the Hopf cyclic cohomology of H with respect to a modular pair
in involution (δ, σ) looks as follows:

CCp,q(H; δ, σ) =

{
C̄q−p(H; δ, σ) , q ≥ p ,
0 , q < p ,

where

C̄n(H; δ, σ) =





⋂n−1
i=0 Ker σi , n ≥ 1 ,

C , n = 0 ;

the operator

b : C̄n−1(H; δ, σ) → C̄n(H; δ, σ), b =

n∑

i=0

(−1)iδi

has the form b(C) = 0 for n = 0 ,

b (h1 ⊗ . . .⊗ hn−1) = 1 ⊗ h1 ⊗ . . .⊗ hn−1

+

n−1∑

j=1

(−1)j
∑

(hj)

h1 ⊗ . . .⊗ hj(1) ⊗ hj(2) ⊗ . . . ⊗ hn−1

+ (−1)nh1 ⊗ . . . ⊗ hn−1 ⊗ 1 ,

while the B-operator B : C̄n+1(H; δ, σ) → C̄n(H; δ, σ) is defined by the formula

B = A ◦ B0 , n ≥ 0 ,

where

B0(h
1 ⊗ . . .⊗ hn+1) =

{
(∆n−1S̃(h1)) · h2 ⊗ . . .⊗ hn+1 , n ≥ 1 ,
δ(h1) , for n = 0

and
A = 1 + λn + · · · + λnn , with λn = (−1)nτn .



The groups {HCn
Hopf(H; δ, σ)}n∈N are computed from the first quadrant total

complex (TC∗(H; δ, σ), b+B) ,

TCn(H; δ, σ) =

n∑

k=0

CCk,n−k(H; δ, σ) ,

and the periodic groups {HP i
Hopf(H; δ, σ)}i∈Z/2 are computed from the full

total complex (TP ∗(H; δ, σ), b+B) ,

TP i(H; δ, σ) =
∑

k∈Z

CCk,i−k(H; δ, σ) .

2.2 Godbillon-Vey cocycle

In the case of H1, it is easily seen that δ1 ∈ H1 is a Hopf cyclic 1-cocycle.
Indeed, since δ1 is primitive,

b(δ1) = 1 ⊗ δ1 − ∆δ1 + δ1 ⊗ 1 = 0 ;

on the other hand,

τ1(δ1) = S̃(δ1) = S(δ1) = −δ1 .

The class [δ1] ∈ HC1
Hopf (H1) is non-trivial and gives the Godbillon-Vey class

for foliations (see §2.5).

2.3 Schwarzian cocycle

The element Y is also primitive, but S̃(Y ) = −Y + 1 6= −Y . There is however
another Hopf cyclic 1-cocycle, given by the only other primitive element

δ′2 := δ2 −
1

2
δ21 ∈ H1 ,

which in view of (1.7) acts on crossed product algebras AΓ as a Schwarzian:

δ′2(fUϕ−1) = y2

[
d2

dx2

(
log

dϕ

dx

)
− 1

2

(
d

dx

(
log

dϕ

dx

))2
]
fUϕ−1 .

The class [δ′2] ∈ HC1
Hopf (H1) becomes trivial in HP 1

Hopf (H1) since, for exam-

ple, δ′2 = B(c), with c = δ1 ⊗X +
1

2
δ21 ⊗ Y and b(c) = 0.

2.4 Transverse fundamental cocycle

The class of the unit constant [1] ∈ HC0
Hopf(H1) is trivial in the periodic theory,

since B(Y ) = 1 .
A nontrivial element of HP ev

Hopf(H1) is the class of the cyclic 2-cocycle

Π = X ⊗ Y − Y ⊗X − δ1 Y ⊗ Y . (2.2)

When transported via the characteristic map (1.9), it gives an integral (cf. §2.5)
extension to AΓ of the fundamental class in the cyclic cohomology.



2.5 Isomorphism with Gelfand-Fuks cohomology

In [2] we have constructed an explicit isomorphism

κ∗n : H∗(an,C)
'−→ HP ∗

Hopf (Hn) , ∗ = ev or odd

with the Gelfand-Fuks cohomology of the Lie algebra an of formal vector fields
on Rn, that essentially provides the sought-for cohomological understanding of
the index-class of the hypoelliptic signature operator D. In the particular case
n = 1, [δ1] corresponds via this isomorphism to the Godbillon-Vey class, hence
is a generator for HP odd

Hopf (H1). The class [Π] is a generator for HP ev
Hopf (H1)

and gives the Connes-Chern character of the spectral triple (AΓ,HPM , D).

References

[1] Connes, A. and Moscovici, H., The local index formula in noncommutative
geometry, GAFA 5 (1995), 174-243.

[2] Connes, A. and Moscovici, H., Hopf algebras, cyclic Cohomology and the
transverse index theorem, Commun. Math. Phys. 198 (1998), 199-246 .

[3] Connes, A. and Moscovici, H., Cyclic cohomology and Hopf algebras,
Letters Math. Phys. 48 (1999), 97-108.

[4] Connes, A. and Moscovici, H., Differentiable cyclic cohomology and
Hopf algebraic structures in transverse geometry, In Essays on Ge-

ometry and Related Topics, pp. 217-256, Monographie No. 38 de
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