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ABSTRACT

If θ ∈ Θ is an unknown real parameter of a distribution under consid-
eration, we are interested in constructing an exactly median-unbiased
estimator θ̂ of θ, i.e. an estimator θ̂ such that a median Med(θ̂) of
the estimator equals θ, uniformly over θ ∈ Θ. We shall consider
the problem in the case of a fixed sample size n (non-asymptotic
approach).
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1. THE MODEL

Let F be a one-parameter family of distributions {Fθ : θ ∈ Θ},
where Θ is an (finite or note) interval on the real line. The family F
is assumed to be a family of distributions with continuous and strictly

increasing distribution functions and stochastically ordered by θ so that

for every x ∈ suppF =
⋃

θ∈Θ suppFθ and for every q ∈ (0, 1), the equation

Fτ (x) = q has exactly one solution in τ ∈ Θ. It is obvious that the solution
depends monotonically both on x and q. Given a sample X1, X2, . . . , Xn

from an Fθ, we are interested in a median-unbiased estimation of θ; here

n is a fixed integer (non-asymptotic approach).

The model represents a wide range of one-parameter families of dis-

tributions.

Example 1. The family of uniform distributions on (θ, θ + 1), with

−∞ < θ < +∞.

Example 2. The family of power distributions on (0, 1) with distri-

bution functions Fθ(x) = xθ, θ > 0.

Example 3. The family of gamma distributions with probability

distribution functions of the form

fα(x) =
1

Γ(α)
xα−1e−x, x > 0

with α > 0.

Example 4. Consider the family of Cauchy distributions with prob-

ability distribution function of the form

gλ(y) =
1
λ

1
1 + (y/λ)2

, −∞ < y < +∞

and distribution function of the form
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Gλ(y) =
1
2

+
1
π

arctan
x
λ

with λ > 0. The family of distribution functions {Fλ, λ > 0} of X = |Y |
with

Fλ(x) =
2
π

arctan
x
λ

satisfies the model assumptions so that the problem of estimating λ from
a sample Y1, Y2, . . . , Yn amounts to that from the sample X1, X2, . . . , Xn

with Xi = |Yi|, i = 1, 2, . . . , n.

Example 5. Consider the one-parameter family of Weibull distribu-

tions with distribution functions of the form

Gα(y) = 1− e−yα
, y > 0, α > 0

and let X = max{Y, 1/Y }. The family {Fα, α > 0} of distributions of X

with distribution functions of the form

Fα(x) = e−x−α
− e−xα

, x > 1, α > 0

satisfies the model assumptions.

Example 6. (Estimating the characteristic exponent of a symmetric
α-stable distribution). Consider the one-parameter family of α-stable dis-

tributions with characteristic functions exp{−tα}, 0<α≤2. The problem
is to construct a median-unbiased estimator of α. Some related results one

can find in Fama and Roll (1971) and Zieliński (2000). We shall not con-
sider the problem in this note because it needs (and it deserves) a special

treatment and will be discussed in details elsewhere.
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Generally: every family of distributions Fθ with continuous and stric-

tly increasing Fθ and a location parameter θ (i.e. Fθ(x) = F0(x − θ))
satisfies the model assumptions. Similarly, every family of continuous and
strictly increasing distributions on (0,+∞) with a scale parameter θ (i.e.

Fθ(x) = F1(x/θ)) suits the model.

2. THE METHOD

The method consists in

1) for a given q ∈ (0, 1), estimating the q-th quantile (the quantile of
order q) of the underlying distribution in a non-parametric setup; denote
the estimator by x̂q. A restriction is that for a fixed n a median-unbiased

estimator of the q-th quantile exists iff max{qn, (1 − q)n} ≤ 1
2 ; in our

approach the restriction does not play any role.

2) solving the equation Fτ (x̂q) = q with respect to τ . The solution,

to be denoted by θ̂q, is considered as an estimator of θ. The solution of

the equation Fτ (x) = q with respect to τ will be denoted by θ̂q(x) so that
θ̂q = θ̂q(x̂q).

In the model, if x̂q is a median-unbiased estimator of xq then, due to

monotonicity of θ̂q(x) with respect to x, θ̂q is a median-unbiased estimator

of θ. What is more, if x̂q is the median-unbiased estimator of xq the

most concentrated around xq in the class of all median-unbiased estimators

which are equivariant with respect to monotone transformations of data
(shortly: the best estimator) then, due to monotonicity again, θ̂q is the

most concentrated around θ median-unbiased estimator of θ in the class

of all median-unbiased estimators which are equivariant with respect to

monotone transformations of data (shortly: the best estimator).
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Given q ∈ (0, 1), the best estimator x̂q of xq is given by the formula

[E] x̂q = Xk:n1(0,λ](U) + Xk+1:n1(λ,1)(U),

where Xk:n is the the k-th order statistic X1:n ≤ X2:n ≤ . . . ≤ Xn:n from

the sample X1, X2, . . . , Xn and

k = k(q)

= the unique integer such that Q(k;n, q) ≥ 1
2
≥ Q(k + 1; n, q),

λ = λ(q) =
1
2 −Q(k + 1; n, q)

Q(k;n, q)−Q(k + 1; n, q)
,

Q(k; n, q) =
n

∑

j=k

(

n
j

)

qj(1− q)n−j ;

here U is a random variable uniformly distributed on (0, 1) and indepen-

dent of the sample X1, X2, . . . , Xn (Zieliński 1988).

When estimating θ in a parametric model {Fθ : θ ∈ Θ}, the prob-

lem is to choose an ”optimal” q. To define a criterion of optimality (or

”an ordering in the class θ̂q, 0 < q < 1, of estimators”), let us recall

(e.g. Lehmann 1983, Sec. 3.1) that a median-unbiased estimator θ̂ of a
parameter θ is that for which

[K] Eθ|θ̂ − θ| ≤ Eθ|θ̂ − θ′| for all θ, θ′ ∈ Θ

(the estimator is closer to the ”true” value θ ∈ Θ than to any other value

θ′ ∈ Θ of the parameter). According to the property, we shall choose qopt

as that with minimal risk under the loss function |θ̂ − θ|, i.e. such that
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Eθ|θ̂qopt − θ| ≤ Eθ|θ̂q − θ|, 0 < q < 1

for all θ ∈ Θ, if possible.

Using the fact that θ ∈ Θ generates the stochastic ordering of the

family {Fθ : θ ∈ Θ}, we shall restrict our attention to finding qopt which

satisfies criterion [K] for a fixed θ, for example θ = 1 (if θ is a scale or a

shape parameter) or θ = 0 if θ is a location parameter; then the problem

reduces to minimizing

R(q) = E|θ̂q − 1| or R(q) = E|θ̂q|

with respect to q ∈ (0, 1), where E = E1 or E = E0, respectively. Formulas

below are given for the case θ = 1; the case of θ = 0 can be treated in full

analogy.

By [E] we obtain

R(q) = λ(q)E|θ̂q(Xk(q):n)− 1|+ (1− λ(q)) E|θ̂q(Xk(q)+1:n)− 1|.

By the fact that R(q) is a convex combination of two quantities, it is

obvious that qopt satisfies

λ(qopt) = 1

and

E|θ̂qopt

(

Xk(qopt):n
)

− 1| ≤ E|θ̂q
(

Xk(q):n
)

− 1|, 0 < q < 1.

By the very definition of λ, λ(q) = 1 iff q ∈ {q1, q2, . . . , qn} where qi

satisfies Q(i; n, qi) = 1
2 , and the problem reduces to finding the smallest

element of the finite set

{E|θ̂qi(Xi:n)− 1|, i = 1, 2, . . . , n}
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If Xk:n is the k-th order statistic from the sample X1, X2, . . . , Xn from a

distribution function F , then Uk:n = F (Xk:n) is the k-th order statistic

from the sample U1, U2, . . . , Un from the uniform distribution on (0, 1)
which gives us

E|θ̂qi(Xi:n)− 1| = E|θ̂qi(F
−1(Ui:n))− 1|

=
Γ(n)

Γ(i)Γ(n− i+1)

∫ 1

0

∣

∣

∣θ̂qi

(

F−1(t)
)

−1
∣

∣

∣ti−1(1−t)n−idt

The latter can be easily calculated numerically. For numerical integration
it should be taken into account that θ̂qi(F

−1(Ui:n)) ≥ 1 iff 0 < t ≤ qi or

qi ≤ t < 1.

3. APPLICATIONS

Example 1A. In the case of uniform distributions on (θ, θ + 1), the

solution τ of the equation Fτ (x̂q) = q takes on the form τ = x̂q − q. For

example for n=10 the best estimator is X1:10−0.067 or X10:10−0.933.

Example 2A. In the case of power distributions, the best estima-

tor is given as the (unique) solution, with respect to τ , of the equation

x̂θ
q = qopt which, for example in the case with n = 10 takes on the form
−1.81854/Log[X2:10].

Example 3A. In the case of gamma distributions, the best estima-

tor is given as the (unique) solution, with respect to τ , of the equation

Fτ (x̂q) = qopt which, for example in the case with n = 10 takes on the

form Fτ (X3:10) = 0.2586; we are not able to give an explicite formula for
the estimator here.
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Example 4A. In the case of Cauchy distributions the solution τ of

the equation Fτ (x̂q) = q can be written in the form

τ =
x̂q

tg(π
2 q)

and, for example for n = 10, the best estimator is of the form 1.16456 ·
X5:10.

Example 5A. In the case of Weibull distributions, the best estima-

tor is given as the (unique) solution, with respect to τ , of the equation

Fτ (x̂q) = qopt which, for example in the case with n = 10 takes on the

form Fτ (X8:10) = 0.7414 which gives us the optimal estimator of the form

0.302/Log(X8:10).
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